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ABSTRACT 

In India, agriculture has become an important source of economic development. The farmer selects a suitable 

crop based on the type of soil, weather condition of the location, and economic value. The agriculture industries 

started searching for new methods to increase the production of food because of the increasing population, 

changes in weather and instant Deep learning with convolutional neural networks (CNN) has achieved great 

success in the classification of various plant diseases.  In this study, a variety of neuron-wise and layer-wise 

visualization methods are applied using a CNN, trained with a publicly available plant disease image dataset. 

We showed that neural networks can capture the colors and textures of lesions specific to respective diseases 

upon diagnosis, which resembles human decision-making. The results provide an impetus for the CNN black 

box users in the field of plant science to better understand the diagnosis process and lead to further efficient 

use of deep learning for plant disease diagnosis. 

Keywords: Leaf Disease Detection Using CNN(Convolutional Neural Network). 

I. INTRODUCTION 

In India, agriculture has become an important source of economic development. Farmer selects the suitable 

crop based on the type of soil, weather condition of the location, and economic value. The agriculture industries 

started searching for new methods to increase the production of food because of the increasing population, 

changes in weather, and instability in politics. This makes researchers search a new efficient and precise 

technologies for high productivity. Farmers can collect the information and data by use of precision agriculture 

in information technology to make the best decision on high output from the farm. Precision agriculture is a 

new technology, which provides advanced techniques to improve farm output. By utilizing these advanced 

technologies, it is possible to achieve economic growth in agriculture. Precision agriculture can be used for 

many applications like pest detection in plants, weed detection, yield production of crops and plant disease 

detection, etc. A farmer uses pesticides to control pests, prevent diseases, and increase crop yield. The diseases 

in the crop are creating the problem of low production and economic losses to farmers and agricultural 

industries. Therefore identification of disease and its severity based as become necessary. Disease 

identification in the plant is most important in a successful farming system. In general, a farmer recognizes the 

symptoms of disease in plants by using naked-eye observations and this requires continuous monitoring. 

However, this process is more expensive in large plantations and sometimes this may be less accurate. In some 

countries like India, farmers may have to show the specimen to experts, this makes it time-consuming and 

more expensive. The following sections in this paper contain general steps of plant diseases detection system 

and survey on machine learning classification techniques used to recognize and classify plant diseases. 

II. METHODOLOGY 

Pre-processing and Training the model (CNN): The database is Pre-processed such as Image reshaping, 

resizing, and conversion to an array form. Similar processing is also done on the test image. A database 

consisting of about 32000 different plant species is obtained, out of which any image can be used as a test 

image for the software. The training database is used to train the model (CNN) so that it can identify the test 

image and the disease it has. CNN has different layers that are Dense, Dropout, Activation, Flatten, 

Convolution2D, MaxPooling2D. After the model is trained successfully, the software can identify the disease if 

the plant species is contained in the database. After successful training and pre-processing, a comparison of the 

test image and trained model takes place to predict the disease. Database collection: Initial step for any image 

processing-based project is acquiring a proper database that is valid. Most of the time the standard database is 
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preferred but in certain circumstances, we do not get a proper database. So in such conditions, we can collect 

the images and can form our database. The database is accessed from crowd AI which is a plant disease 

classification challenge. Data available here is not labeled. So the first task is to clean and label the database. 

There is a huge database so basically, the images with better resolution and angle are selected. After the 

selection of images, we should have deep knowledge about the different leaves and the disease they have. Huge 

research is done from the plant village organization repository. Different types of plant images are studied and 

corresponding. After a detailed study, labeling is done by segregating the images and with different diseases. 

 The disease of different plants database:  

• Apple black spot  

• Apple broad leaf spot  

• Apple needle leaf spot  

• Apple normal  

• Bell paper normal  

• Cherry normal  

• Cherry powder normal  

• Corn blight  

• Corn rust 

 

 

Figure.1: Flowchart for disease detection and grading in pomegranate 

III. MODELING AND ANALYSIS 

This section describes the steps involved in creating and deploying the classifier. Classification by CNN is 

divided into three phases that tackle separate tasks. All work involved in this research was completed on one 

machine, with specifications listed in Table 1.  

A. Data Acquisition  

All Potato and Tomato imagery derives from 'The PlantVilllage Dataset', an open-access repository that 

contains in total 54,323 images. All Rice imagery originates from the "Rice Diseases Image Dataset" Kaggle 

dataset. For each species, a select number of classes are chosen, with details viewable in Table II. All images are 
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captured in a controlled environment. Due to this, model bias is expected. To access this, a test dataset  

containing 50 images, sourced from Google is also established. These images contain additional plant anatomy,  

in-field background data and varying stages of the disease.   

 

B. Data Pre-Processing  

The dataset is divided into 80% for training and 20% for validation. First, augmentation settings are applied to 

the training data. These are generated 'on the fly, with each operation carrying a weighted probability of 

appearing in each epoch. The settings applied include flipping (random), padding  mode (reflection) and zoom 

with crop (scale = (1.0,1.5)). 'Zoom with crop' was later omitted after discovering that it had inappropriately 

cropped areas of the infected leaf. Finally, all images are re-sized and normalized. Resizing is carried out using a 

compress function, to 150 x 150.  As a pre-trained model is used, the RBG ImageNet statistics are used to 

normalize. A sample of the final pre-processed images is viewable in Fig.1.  

C. Classification by CNN  

1) Phase One – Trialling of Image size  

Phase one aims to investigate the effect that image size  has on model performance. In total, five image sizes are 

tested ranging from 150 x 150 to 255 x 255.  To begin, the Resnet34 pre-trained weights are downloaded. As a 

default of transfer learning, all layers  except the final two layers are frozen. These contain new weights and are 

specific to the plant disease  classification task. Freezing allows these layers to be disease separately trained, 

without back propagating the gradients. In exactly this way, the 1cycle policy is used to train the final layers. 

With this complete, the remaining layers are released. To aid the fine-tuning process, a plot displaying learning 

rate vs  loss is generated and analyzed. From this, suitable learning is selected, and the model is run. With 

results recorded, the model is re-created to the additional four image sizes (Table III.). All steps remain 

consistent in each trial including the learning rate. 
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2) Phase Two – Model Optimisation  

Using the most suitable image size, the ResNet34 model is optimized. To further improve the model's 

performance, additional augmentation settings are added (Fig. 2). Operations include brightness changes 

(0.4,0.7) and warp (0.5). 

 Next, the final two layers are isolated and trained at the default learning rate. With this complete, fine-tuning is 

performed, running multiple trials to test a series of learning rates and the number of epochs.  

 

Fig.2: Pre-processed images - Phase One augmentation settings = flipping (random), padding mode (reflection) 

IV. RESULTS AND DISCUSSION 

1) Phase One – Trialling of Image Size: The results of Phase One prove that it is possible to achieve accuracy 

and F1 score of greater than 90% for image sizes 155 x 155 to 255 x 255. As expected, an increase in image size 

not only improves feature extraction but also increases running time (Table IV.). This initial analysis produced 

excellent results. As previously stated, the model would be accepted if it reached an accuracy of at least 80%.  

Even at this early stage, results far exceed the acceptance criteria. To achieve this result, each model was 

passed a range of learning rates from 1e-05 to 1e-04 and run for 4 epochs. Overall, image size 244 produced the 

best results including the highest accuracy and F1score. Although the literature suggests image size 224 x 224 

to be suitable for plant disease classification tasks (10a), this model appears to marginally benefit from 

increased image size. For these reasons, image size 244 was chosen for the remainder of this research. 

2) Phase Two – Model Optimisation: Before fine-tuning, the model attained an accuracy of 0.9465 and an F1 

score of 0.9359. (Fig. 3) To aid fine-tuning, a plot depicting learning rate (logarithmic scale) v loss was analyzed 

(Fig. 4). This demonstrates a relatively low loss between learning rates 1e-06 to 1e-04. As the learning rate  

increases past 1e-04 however, a dramatic increase in loss is experienced. These facts considered, several trials 

testing learning rate were carried out. A learning rate range of 1e-05 to 1e-04 produced the best results. By 

fine-tuning this hyperparameter, a slight increase in accuracy (1.5%) and F1-Score (1.3%) was accomplished. 

On the final epoch, however, the closing training and validation values indicate that the model may be slightly 

underfitting (Fig. 5). To correct this, the number of epochs was increased systematically. At Approximately the 

10th epoch, there was an evident improvement to the fit of the model. A final reading presented an overall 

improvement of 2.8% in accuracy and 3.1 % in F1-score (Fig. 6). As stated earlier, the validation dataset 

consists of a very specific composition; one leaf and a plain background. For an accurate reading, akin to those 

stated in this section, the use of the classifier should mimic this image layout. 
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3) Phase Three– Visualisasations: An analysis of heat maps reveals the inner workings of the CNN. Colour, 

shape, and texture appear to be important factors in working to extract plant disease features (Fig.7, Fig.8). 

Colour appears to be especially crucial, helping to differentiate similar diseases, by adding an extra dimension 

of characterization. This explains the importance of RGB data to disease classification tasks, as was highlighted 

earlier [10, 20]. For all three species, CNN shows effectiveness in recognizing features. This is also true for rice 

disease classes, which contain smaller, and more difficult to distinguish symptoms. The confusion matrix 

presented in Fig. 10 lists the validation dataset results. Overall, no errors were recorded in any Potato or 

Tomato classes. Rice as a species, performed poorly, suggesting that there may be an underlying issue with the 

data. Rice Brown Spot was the highest misclassified class. 13.9% of these images were incorrectly classified as 

Healthy and a further 9.9% were misclassified as Rice Leaf Blast. A clear symptom of the brown spot is 

irregular dark spots. While this may be mistaken for similar lesions in leaf blasts, there should be overlapping 

characteristics with healthy samples. On average, 12.65% of each Rice class was misdiagnosed. To investigate 

this matter further, the misclassified images were plotted and sorted respectively to loss (Fig. 11). A closer 

inspection reveals that the quality of several images is questionable. Even to the skilled eye, an accurate 

diagnosis based on these images would be challenging. This data may have been mislabeled or is simply a poor 

class representation. As such data is not beneficial to the classifier, it should not be included in the training 
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dataset. As expected, the model suffers a significant drop in accuracy when in-field imagery is tested. Out of 50 

images, only 44% were accurately diagnosed (Fig. 12). This is due to a combination of factors; which 

augmentation could not overcome; including new plant anatomy and alternative background data. As the 

model was not trained on such data, adapting to such circumstances is extremely difficult. Diversifying the 

training data to include imagery that has been captured in this uncontrolled environment could stand to 

strengthen the model immensely. As highlighted earlier, there is a current lack of 'in-field plant disease imagery 

available. These results signify the importance of developing such resources. Finally, the model was deployed 

on Render to create a web application (Fig. 9). This provides the user with a live disease classification service 

and reflects the capabilities and limitations of both the validation and test dataset, which have been discussed 

in this section. The application is available to use on the following link:  

 

Fig.3: Creation of the web application on Render 

V. CONCLUSION 

To prevent losses, smallholder farmers are dependent on a timely and accurate crop disease diagnosis. In this 

study, a pre-trained Convolutional Neural Network was fine-tuned, and the model was deployed online. The 

final result was a plant disease detection app. This service is free, easy to use, and requires just a smartphone 

and internet connection. Thus, the user's needs as defined in this paper have been fulfilled. A thorough 

investigation exposes the capabilities and limitations of the model. Overall, when validated in a controlled 

environment, an accuracy of 97.2% is presented. This achieved accuracy depends on several factors including 

the stage of disease, disease type, background data, and object composition. Due to this, a set of user guidelines 

would be required for commercial use, to ensure the stated  accuracy is delivered. As the model was trained 

using a plain background and singular leaf, imitation of these features is best. Augmentation and transfer 

learning, in this case, proved beneficial to the model, helping the CNN to generalize more reliability. While this 

improved the model's ability to extract features, it was not enough when the model was presented with 'in 

field' imagery. In this case, the classifier ranked an accuracy of just 44% Above all, this highlights the 

importance of diversifying the training dataset to include alternative background data, additional plant 

anatomy, and varying stages of the disease.  Overall, this study is conclusive in demonstrating how CNNs may 

be applied to empower small-holder farmers in their fight against plant disease. In the future, work should be 

focused on diversifying training datasets and also on testing similar web applications in real-life situations. 

Without such developments, the struggle against plant disease will continue. 
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