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ABSTRACT 

When you ask a home buyer to describe their dream home, the basement ceiling height or proximity to an east-

west railroad are unlikely to come up first. The evidence from a playground competition, on the other hand, 

suggests that price agreements are influenced by much more factors than the number of bedrooms or the 

existence of a white-picket fence. This competition requires you to estimate the final price of each home using 

79 explanatory variables that explain (almost) every aspect of Ames, Iowa residential homes. This data science 

project series will walk you through the process of building a real estate price prediction website from start to 

finish. We'll start by creating a model with sklearn and linear regression using the home prices dataset from 

kaggle.com. The next step is to build a flask server in Python that serves http requests using the saved model. 

The third part is an html, CSS, and javascript-based website that allows users to input details such as square 

footage, bedrooms, and so on, and then calls a Python Flask server to get an approximate price. Almost all data 

science concepts will be addressed during this course, including data loading and cleaning, outlier detection 

and removal, feature engineering, dimensionality reduction, grid search cv for hyper parameter tuning, k fold 

cross validation, and so on. 

Keywords: k cross fold Validation , grid search. 

I. INTRODUCTION 

We need a proper forecast on real estate and houses in the housing market. We can see a mechanism that runs in 

the properties purchasing and selling. For most people, buying a house would be a lifetime ambition. There are a 

lot of people making big mistakes right now when it comes to purchasing properties. Most people are buying 

properties they haven't seen from people they don't know through ads, and one of the most popular mistakes is 

buying properties that are too costly but aren't worth it. 

Real estate may be required to include a valuation of the property. Many different players in the commercial 

core, such as property agents, appraisers, assessors, mortarboard lenders, traders, developers, and gurus, 

perform a quantitative measure of profit[5]. Reserve owners, lenders, and others are also included. That will be 

used to determine the value of a company. The word requisition comes from the Latin word requisition, which 

From alleging valuation schemes, as well as methods that represent the value of the property and the 

circumstances under which it is provided for. Property could well be on the way to being exchanged in the open 

market under a variety of conditions and circumstances; however, many people are unaware of the current 

situation and begin to lose money. There are numerous factors that influence how real estate prices are 

determined. Every aspect of this report will be examined in order to forecast the actual price of a house. 

II. ACQUISITION OF DATA 

Before getting into in depths of any project , the very first thing we need is the dataset to work upon . Therefore 

the first step that constitutes any project is acquisition of data . In this case, we must determine which houses to 

consider and how we will forecast their prices. It's a crucial part of the project that must be handled with care. 

Obviously, we cannot use a large dataset because it would be impractical, so for this project, we have chosen 20 

houses to estimate prices. 
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The standard deviation of the errors that have crept in when predicting the values is known as the Root Mean 

Square Error (RMSE). Residues are used to calculate the distance between the points and the regression line.. 

The RMSE calculates the distribution of these points, or simply the spread of these points. In other words, RMSE 

indicates how densely or clustered the points are along the best-fit axis. The root mean square error is widely 

used in many fields to validate the outcomes of different experiments. 
 

 

III. DATA CLEANING AND INTEGRATION 

The first version of data cleaning focuses on locating and correcting inaccurate data. Since we are using various 

prediction techniques, the cleaning process differs, but the ultimate goal is to achieve greater precision. Before 

loading the data into the machine learning models, the data from the repository should be corrected for errors 

and null values. This will ensure that the prediction accuracy is large. It's possible that some real estate data 

details are missing. It's likely that only a few details are given, and that some of the information provided is 

inaccurate.. As a consequence, it's critical to double-check all information and keep just what's necessary. As a 

result, data cleaning is critical because it eliminates a lot of redundant data, which only adds to the task's 

difficulty. To minimise inconsistency, null values are also omitted. 

 

 

1 Feasibility Analysis 

It refers to how practical it is to develop a system that defines or rather estimates the price of the real Estates in 

the current market . Given the fact that a major population is paying either very less or large sums of money in 

order to attain a particular property , it is very necessary that a particular system needs to be followed . 

In terms of technical feasibility , we are going to use the services that are  available readily and for free on 
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internet . Therefore it is quite feasible to follow this approach and use all the available tools . 

2 Tools 

Technology and tools wise this project covers 

 Python which is a programming language. 

 Data cleaning with Numpy and Pandas  

 Data visualisation with Matplotlib  

 Learn how to create models 

 As an IDE, use Jupyter notebook, Visual Studio Code, and PyCharm. 

 HTML/CSS/Javascript for UI, Python flask for http server 

3 Data Preprocessing 

This procedure involves methods for removing any null or infinite values that could influence the system's 

accuracy. Formatting, washing, and sampling are the key steps[4]. The cleaning process is used to remove or 

correct any missing data, as well as data that is incomplete. 

Sampling is a method in which sufficient data are used to minimise the algorithm's running time. The 

preprocessing is carried out in Python. 

 

 

4 Regression Algorithm 

Linear regression is a supervised learning machine learning algorithm. It carries out a regression mission. 

[three] 

Based on independent variables, regression models a target prediction value. It is primarily used in forecasting 

and determining the relationship between variables. Different regression models vary in terms of the type of 

relationship they consider between dependent and independent variables and the number of independent 

variables they employ. In simple terms, regression is a machine learning technique that aids in the prediction of 

future events by gathering information from current data and about the relationships between our target 

parameter and a number of other parameters. According to this concept, the cost of a home is determined by a 

variety of factors such as the number of bedrooms, bathrooms, location, and society. We will know the actual 

value of a property in a given geographical area by adding all of  these parameters to machine learning. The 

simple idea of regression is observing the relation between output and input and then applying the resultant 

function to our data , Choosing an Algorithm - There are various methods of doing Regression Analysis. The sole 

purpose of everything is to predict the outcome with accuracy . A most commonly used method is by calculating 

the r factor which is nothing but difference between an actual and a predicted value raised to power two. 

There can be a situation in which our model may overfit if we use same data for learning and checking the 

accuracy . Putting it it more simpler words , the model will work fine for a given data set but will fail entirely 
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whenever a new data set is observed . A suggested solution to this kind of problem is dividing the dataset into 

two parts and using one part for testing the accuracy and other for testing . By using this technique we can 

know if our model overfits . 

 
 

Linear regression is used to estimate the value of a dependent variable (y) based on the value of an 

independent variable (x). As a result of this regression technique, a linear relationship between x (input) and y 

(output) is discovered (output). As a result, the term Linear Regression was coined. 

In the diagram above, X (input) represents work experience and Y (output) represents a person's salary. For 

our model, the regression line is the best fit line. 

 

We are given the following model to train: 

x: input training data 

y: the data's labels (supervised learning) 

It matches the best line to predict the value of y for a given value of x while training the model. By determining 

the best 1 and 2 values, the model obtains the best regression fit rows. 

1st: interception 2: the x-coefficient 

 

 

We get the best match line after we find the best 1 and 2 values. So, when we use our model to predict the value 

of y for the input value of x, it will predict the value of y. 

How can the 1 and 2 values be modified to get the best fit line? (J) Cost Function: 

The model aims to forecast y value in such a way that the error gap between expected and true value is as small 

as possible by achieving the best-fit regression line. As a result, it is important to change the 1 and 2 values in 

order to find the best value that minimises the difference between the expected y value (pred) and the real y 

value (y) . 

5 Neural Networks 

MLP stands for multilayer perceptron in its complete form. It has the same structure as a single layer 

perceptron with one or more hidden layers. In these, the input layer is directly connected to the hidden layer, 

and the inputted values are also present in the perceptron. The perceptrons can now be measured against a 

specific set of values, and if the observed values match the inputted values, the model's output is deemed 

adequate, and no additional innovations or system changes are required [1].. 
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Cross validation is an algorithm of machine learning technology that is used to evaluate models on a given data 

set The process starts with spliting the data into k equal folds and that is why this process is often termed as k 

fold cross validation 

The value of k can be variable and suppose k =20 then the model is said to be 20 fold cross validation. This 

process is generally used to how a model performs on an unseen data . the performance of the model is very 

essential . The system is divided into k folds and each part is tested against an input and the result obtained is 

tested across remaining k-1 folds . It mainly tests the performance of the system 

.. It is simple to use , popular and easy to understand method as it generally results  in lesser biased and 

optimistic model estimate as compared to other algorithms.[2] 

 

6 Our System 

Working in data science necessitates the use of a platform that allows us to undertake the most efficient 

operations in order to achieve the best possible results. For data science, Jupyter Notebook was the first choice. 

Taking a set of sample sets is important because we used a functional platform. We're working on predicting 

real estate prices. Because importing data in a proper format is necessary, we utilise the ‘pandas' package. 

Because our sample data contains thirteen thousand entries, the following operations are necessary. 

a . Data cleansing and data frame creation 

 

A DataFrame is a two-dimensional data structure in which data is organised in rows and columns in a tabular 

format. Pandas DataFrames make it simple to manipulate your data. You may pick and choose columns and 

rows, as well as alter your data. Using the, we can delete a row or a column. 

 

b . Removing outliers 

When you talk to your company manager (who is an expert in real estate) as a data scientist, he would tell you 

that a typical square ft per bedroom is 300 (i.e. a 2 bhk apartment is at least 600 sqft). If you have a 400 sqft flat 

with two bedrooms, for example, it is odd and can be eliminated as an anomaly. We'll keep our minimal 
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threshold per bhk at 300 sqft to eliminate such outliers. 

 

 

 

 

Before and after removing Outliers can be seen in the image above . 

c . Dimensionality Reduction 

Any location with fewer than ten data points should be labelled as "other." The number of categories can be 

drastically decreased in this manner. It will help us have less dummy columns later on when we execute one 

hot encoding. 

 
d . Model building 

1 We will use K fold cross validation to measure accuracy of our Linear Regression model . 
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IV. RESULTS AND DISCUSSION 

 
We can observe that we always achieve a score above 80% after 5 iterations. This is a solid start, but we'd like 

to try a couple different regression techniques to see if we can improve our score even further. Grid Search CV 

will be used for this. 

We may conclude that Linear Regression provides the best score based on the above results. As a result, we'll 

make advantage of it. 
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a . Importing as model as pickle file 

 

 

b . Building an UI 

Technology we are using are HTML, CSS, JavaScript 
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c . Deploy machine learning model to production 

                               

Nginx, a reverse proxy, load balancer, mail proxy, and HTTP cache, is a web server that may also be used as a 

reverse proxy, load balancer, and mail proxy. Igor Sysoev built the software, which was publicly released in 

2004. Nginx is a free and open-source web server that is distributed under the conditions of the BSD 2-clause 

licence. NGINX is used by a significant number of web servers, often as a load balancer. 

A reserve call to the NginX server is made when a user clicks the button to forecast the home price from the js 

file. The architecture employs a reserve proxy system based on NginX to route all requests (excluding API 

queries) to a Python Flask server operating on the same EC2 instance, which will utilise the saved MLmodel to 

estimate the price. 

d . Functional Website images 
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V. CONCLUSION 

We want to develop a hassle-free experience platform for those with no prior experience in construction or 

home building, planning, and reducing the work efforts of professionals who are already familiar with the real 

estate environment. Individuals would be able to dive deep into real estate expertise, engage with experts, and 

get an estimate on their plan. 
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