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ABSTRACT  

Spam email is one of the unwanted, unsolicited digital communication in the world of internet sent to a 

particular individual or a company or to a group of individuals. In the area of spam email and malware by 

machine learning algorithm is commonly used. The aim of this paper is to propose the machine learning 

algorithms: Naive Bayes, Support Vector Machines, Random Forests (Bagging) to detect the email spam. 

Description of the algorithms are presented and their different accuracy score is also presented in this 

paper. The accuracy result naïve bayes is 0.93, SVM is 0.90 and random forest is 0.97. Random forest 

classifier performed better than among the Decision Tree Classifier. 

Keywords: email spam, classifier:  Naïve Bayes, Support Vector Machines, Random Forest (Bagging). 

I. INTRODUCTION  

email system is one of the cost effective and commonly used system all over the world. Emails can be sent 

and received from any computer or mobile phone devices, anywhere in the world if there is any internet 

connection present. But day by day email system is getting threatened by spam emails which is a shotgun 

approach, uninvited and unwanted and unwelcomed to the receiver. spam is typically sent to a random 

audience or company is often characterized by misleading subject lines and poorly crafted text. It wastes 

the time of the receiver and it is also waste of the money of marketing department. It also damages 

company reputation. spam message also affects to the network capacity and usage to produce large 

amount of unwanted data. In recent statistics we find that around 40% of all emails included spam which 

about 15.4 billion email per day and that cost internet users about $355 million per year.  In this paper we 

approach a machine learning model to detect email spam and malware in the email. Machine learning 

algorithms: naïve bayes, support vector machines (SVM), random-forest models are created to detect the 

spam emails.  

We collected our dataset from Kaggle dataset, a data analysis website and started to analyze it and detect 

the spam emails and investigated three models. Firstly, we found the spam emails from the dataset. and 

then separated from the dataset then we started the prediction 

II. METHODOLOGY 
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1)Naïve Bayes classifier method 

In this project we are classifying emails typed in by the user as either 'Spam' or 'Not Spam'. Our original 

dataset was a folder of 5172 text files containing the emails. We separated because this is a text-

classification problem. When a spam classifier looks at an email, it searches for potential words that it has 

seen in the previous spam emails.  

CASE 1: suppose let's take a word 'Greetings'. Say, it is present in both 'Spam' and 'Not Spam' mails. 

CASE 2: Let's consider a word 'lottery'. Say, it is present in only 'Spam' mails. 

CASE 3: Let's consider a word 'cheap'. Say, it is present only in spam. 

If now we get a test email, and it contains all the three words mentioned above, there's high probability 

that it is a 'Spam' mail. 

The most effective algorithm for text-classification problems is the Naive Bayes algorithm, that works on 

the classic Bayes' theorem. This theorem works on every individual word in the test data to make  

Predictions (the conditional probability with higher probability is the predicted result). 

our test email(S)is, "You have won a lottery". 

P(S) = P('You') P('have') P('won') P('a') P('lottery') __ 1 

 

Therefore, P (S |Spam) = P ('You' |Spam) P ('have' |Spam) P ('won' |Spam) P ('a '|Spam) P ('lottery' |Spam) 

__ 2 

Same calculation for P (S |Not Spam)  

If 2 > 3, then 'Spam' Else, 'Not_ Spam'. 

2)Support Vector Machines 

Support Vector Machine is the most sought-after algorithm for classic classification problems. SVMs work 

on the algorithm of Maximal Margin, i.e., to find the maximum margin or threshold between the support 

vectors of the two classes (in binary classification). The most effective Support vector machines are the 

soft maximal margin classifier, that allows one misclassification, the model starts with low bias (slightly 

poor performance) to ensure low variance later. 

3)Random Forests (Bagging) 

Random forest has nearly the same hyperparameters as a decision tree or a bagging classifier. Ensemble 

methods turn any feeble model into a highly powerful. 

III. MODELING AND ANALYSIS 

Model and Material which are used is presented in this section. 
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Heatmap generation of the model. 

 

naïve bayes model is working properly with 0.93 accuracy 

 

SVM's performance is slightly poorer than  

Naive Bayes 

 

IV. RESULTS AND DISCUSSION 

Random Forest Classifier performs the best among the three. Decision tree classifiers are excellent 

classifiers. Random forest is a popular ensemble model that uses a forest of decision trees. So, obviously, 
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combining the accuracy of 100 trees (as estimators=100 here), will create a powerful model. 

displacement of all 4 cases. 

The model is coming with the accuracy of 97% that we can apply to the model. In future we will try to 

make the model without any error that’s means with 100%accuracy. this model can be used in real life 

scenario so that people doesn’t face this problem in future. 

V. CONCLUSION 

Here in this paper we successfully use the machine learning algorithms ad create three models out of 

which the random forest classifier model is working better then two models. The model helps us to detect 

spam messages in the email. as the accuracy didn’t come with 100%accuracy we will try to make the 

model with 100%accuracy as a future work. 
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