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ABSTRACT 

Due to the development of modern technologies and social media, the problem of advertising new job openings 

has become increasingly common in today's world. As a result, there will be several reasons for concern 

regarding fake job advertising for everyone. Predicting fake jobs comes with a number of challenges, similar to 

numerous further classification issues. This paper suggested using a variety of data mining techniques and 

classification algorithms, such as KNN, decision tree, support vector machine, naive bayes classifier, random 

forest classifier, multilayer perceptron, and deep neural network, to determine whether a job posting is 

legitimate or fraudulent. We conducted our investigations using 18000 examples from the Employment Scam 

Aegean Dataset (EMSCAD). A deep neural network classifier performs exceptionally well for this classification 

task. For this profound. 

I. INTRODUCTION 

Job seekers in the modern era have access to a multitude of novel and exciting employment prospects. The 

adverts for these job offers let job seekers learn about their options based on factors such as availability, 

credentials, experience, appropriateness, etc. 

The power of social media and the internet now affects the hiring process. Social media plays a major role in 

this since effective advertising is key to the success of any recruitment process. Thanks to social media and 

electronic media marketing, there are more and more options to provide employment facts. Rather, the ease 

with which job posts can be shared has led to a rise in the quantity of fake job postings, which in turn have 

harassed job searchers. 

Because they wish to maintain the security and consistency of their personal, academic, and professional 

information, people don't reply to fresh job postings. Therefore, gaining people's trust and credibility through 

authentic job adverts on social and electronic media is a highly challenging task. The technologies we use every 

day are there to make our lives easier and better, not to put us in dangerous jobs. If job advertisements can be 

accurately filtered to identify false job postings, recruiting new employees will improve significantly. It is 

difficult for job seekers to find the employment they want, which is a major waste of their time when false job 

postings are present. 

Existing System 

K-Nearest Neighbour Classifiers, often known as lazy learners, identifies objects based on closest 

proximity of training examples in the feature space. The classifier considers k number of objects as the nearest 

object while determining the class. The main challenge of this classification technique relies on choosing the 

appropriate value of k. 

Disadvantages 

 Accuracy depends on the quality of the data. 

 With large data, the prediction stage might be slow. 

 Sensitive to the scale of the data and irrelevant features. 

 Require high memory – need to store all of the training data. 

Proposed System 

The target of this study is to detect whether a job posting is fraudulent or not. Identifying and eliminating 

these fake job advertisements will help the jobseekers to concentrate on legitimate job posts only. In this 

project we are comparing three machine learning algorithms. Such as Random forest Classifier, Decision Tree 

and Adaboost to select the best predictive model for detecting the Fake Recruitments. 
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Advantages 

 By using machine learning algorithm, the whole process of data interpretation and analysis is done by 

computer. 

 No men intervention is required for the prediction or interpretation of data. The whole process of machine 

learning is machine starts learning and predicting the algorithm or program to give the best result. 

 It can handle varieties of data, Even in an uncertain and dynamic environment, it can handle a variety of 

data. It is multidimensional as well as a multitasker. 

Module description 

• Data collection 

• Data Pre-Processing 

• Training data and Test data 

• Model Creation 

• Model Prediction 

 Data collection 

The dataset should be collected form the Kaggle website. If the given dataset of the job is true and original, it 

will recommend the the job. If the given dataset of the job is fake, then the model will find the original job 

related to the fake job. 

 Data Pre-Processing 

Pre-processing refers to the transformations applied to our data before providing the data to the algorithm. 

Data Preprocessing technique is used to convert the raw data into an understandable data set. In other 

words, whenever the information is gathered from various sources it is collected in raw format that isn’t 

possible for the analysis. 

 Training data and Test data 

• For choosing a model we split our dataset into train and test 

• Here data’s are split into 3:1 ratio that means 

• Training data having 70 percent and testing data having 30 percent 

• In this split process preforming based on train_test_split model 

• After splitting we get xtrain xtest and ytrain ytest 

 Model Creation 

• Contextualise deep learning in your organisation. 

• Explore the data and choose the type of algorithm. 

• Prepare and clean the dataset. 

• Split the prepared dataset and perform cross validation. 

• Deploy the model. 

 Model Prediction 

Predictive modeling is a statistical technique using machine learning and data mining to predict and 

forecast likely future outcomes with the aid of historical and existing data. It works by analyzing current 

and historical data and projecting what it learns on a model generated to forecast likely outcomes. In this 

Project, our final prediction is model to predict whether a job posting should be Fake or Real and recommend 

a real job based upon some job types. 

Algorithm Implementation Random Forest Algorithm:- 

Random Forest is one of the most popular and commonly used algorithms by Data Scientists. Random forest 

is a Supervised Machine Learning Algorithm that is used widely in Classification and Regression problems. It 

builds decision trees on different samples and takes their majority vote for classification and average in case 



                                                                                                                     e-ISSN: 2582-5208 
International Research Journal of  Modernization  in  Engineering  Technology  and Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:06/Issue:07/July-2024                       Impact Factor- 7.868                                www.irjmets.com                                                                                                                                                   

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

 [1727] 

of regression. 

One of the most important features of the Random Forest Algorithm is that it can handle the data set 

containing continuous variables, as in the case of regression, and categorical variables, as in the case of 

classification. It performs better for classification and regression tasks. In this tutorial,  we will understand 

the working of random forest and implement random forest on a classification task. 

 

Working of Random Forest Algorithm 

Before understanding the working of the random forest algorithm in machine learning, we must look into 

the ensemble learning technique. Ensemble simply means combining multiple models. Thus a collection of 

models is used to make predictions rather than an individual model. Ensemble uses two types of methods: 

1. Bagging– It creates a different training subset from sample training data with replacement & the final output 

is based on majority voting. For example, Random Forest. 

2. Boosting– It combines weak learners into strong learners by creating sequential models such that the 

final model has the highest accuracy. For example, ADA BOOST, XG BOOST. 

 

As mentioned earlier, Random forest works on the Bagging principle. Now let’s dive in and understand 

bagging in detail. 

Bagging 

Bagging, also known as Bootstrap Aggregation, is the ensemble technique used by random forest. Bagging 

chooses a random sample/random subset from the entire data set. Hence each model is generated from the 

samples (Bootstrap Samples) provided by the Original Data with replacement known as row sampling. This 

step of row sampling with replacement is called bootstrap. Now each model is trained independently, 

which generates results. The final output is based on majority voting after combining the results of all 

models. This step which involves combining all the results and generating output based on majority voting, is 

known as aggregation. 

 

 

 



                                                                                                                     e-ISSN: 2582-5208 
International Research Journal of  Modernization  in  Engineering  Technology  and Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:06/Issue:07/July-2024                       Impact Factor- 7.868                                www.irjmets.com                                                                                                                                                   

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

 [1728] 

 

Now let’s look at an example by breaking it down with the help of the following figure. Here the bootstrap 

sample is taken from actual data (Bootstrap sample 01, Bootstrap sample 02, and Bootstrap sample 03) 

with a replacement which means there is a high possibility that each sample won’t contain unique data. 

The model (Model 01, Model 02, and Model 03) obtained from this bootstrap sample is trained 

independently. Each model generates results as shown. Now the Happy emoji has a majority when compared to 

the Sad emoji. Thus based on majority voting final output is obtained as Happy emoji. 

 

Boosting 

Boosting is one of the techniques that use the concept of ensemble learning. A boosting algorithm 

combines multiple simple models (also known as weak learners or base estimators) to generate the final output. 

It is done by building a model by using weak models in series. 

There are several boosting algorithms; Boost was the first really successful boosting algorithm that was 

developed for the purpose of binary classification. AdaBoost is an abbreviation for Adaptive Boosting and is 

a prevalent boosting technique that combines multiple “weak classifiers” into a single “strong classifier.” 

There are Other Boosting techniques. For more, you can visit 

Steps Involved in Random Forest Algorithm 

Step 1: In the Random forest model, a subset of data points and a subset of features is selected for 

constructing each decision tree. Simply put, n random records and m features are taken from the data set 

having k number of records. 

Step 2: Individual decision trees are constructed for each sample. 

Step 3: Each decision tree will generate an output. 

Step 4: Final output is considered based on Majority Voting or Averaging for Classification and regression, 

respectively. 



                                                                                                                     e-ISSN: 2582-5208 
International Research Journal of  Modernization  in  Engineering  Technology  and Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:06/Issue:07/July-2024                       Impact Factor- 7.868                                www.irjmets.com                                                                                                                                                   

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

 [1729] 

For example: consider the fruit basket as the data as shown in the figure below. Now n number of 

samples are taken from the fruit basket, and an individual decision tree is constructed for each sample. Each 

decision tree will generate an output, as shown in the figure. The final output is considered based on 

majority voting. In the below figure, you can see that the majority decision tree gives output as an apple when 

compared to a banana, so the final output is taken as an apple. 

 

II. CONCLUSION 

The identification of job scams has recently become a major problem worldwide. We have examined the effects 

of employment scams in this paper since they might be a very lucrative topic of study and make it difficult to 

identify fake job postings. We experimented with the EMSCAD dataset, which contains actual fake job postings. 

We experiment with both machine learning (SVM, KNN, Naive Bayes, Random Forest, and MLP) and deep 

learning (Deep Neural Network) in this study. A comparative analysis of deep learning and traditional machine 

learning-based classifiers is presented in this article. The most accurate classification is achieved by the 

Random Forest Classifier when compared to other traditional machine learning techniques. On average, Deep 

Neural Network and DNN (fold 9) had the highest classification accuracy.  
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