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ABSTRACT 

A brain tumor is a mass or boom of bizarre cells to your brain. It can begin to your mind, or most cancers 

someplace withinside the frame can unfold to the mind. The maximum not unusual place or not unusualplace 

approach of detecting a tumor is Magnetic Resonance Imaging (MRI) test. From MRI scans, bizarre boom of 

mind tissue is observed. Diagnosis of tumor withinside the mind with the assist of an MRI test is a completely 

difficult, time-ingesting challenge finished via way of means of radiologists and their accuracy relies upon on 

enjoy alone. In numerous studies papers, mind tumor detection became finished the usage of gadget studying 

algorithms and Deep Learning. When we use those algorithms on MRI pictures the mind tumor prediction is 

made in no time and with excessive accuracy which allows to offer remedy to patients. This prediction allows 

radiologists to make a short or short selection that results in the saving of many lives. In this proposed project, 

the Convolutional Neural Network (CNN) is used to discover the presence of a tumor withinside the mind and 

its feature is evaluated. 

I. INTRODUCTION 

Medical imaging refers to other techniques that can be used as insane techniques to be seen within medical 

imaging refers to other techniques that can be used as insane techniques to be seen within the framework of 

the framework. Medical imaging contains extraordinary imaging strategies and approaches to symbolize the 

human frame for healing and diagnostic functions and as a consequence performs a completely vital and 

decisive function in taking steps to enhance human being’s health. Image class is a vital and vital step in photo 

processing that determines the achievement of an excessive stage of photo processing. 

The essential aim of photo separation in clinical imaging is mostly to discover a tumor or lesion, to higher 

visualize the gadget and to reap a first-class end result for similarly diagnosis. Improving the sensitivity and 

specificity of a tumor or lesion becomes a major burden on clinical imaging with the help of Computer Aid 

Diagnostic (CAD) programs. 

According to Brain most cancers and different apprehensive structures it's far the tenth main reason of death, 

with a five-yr survival fee for human beings with mind most cancers 34% for guys and 36% for women. In 

addition, the World Health Organization (WHO) estimates that a few 400,000 human beings global have a mind 

tumor and 120,000 have died in current years. In addition, 86,970 new instances of malignant and malignant 

mind and different Central Nervous System (CNS) tumors are predicted withinside the United States through 

2019.A mind tumor takes place while peculiar cells shape withinside the mind. There are  essential styles of 

tumors-Malignant and Benign. Dangerous vegetation appears withinside the mind, grows quicker and 

aggressively invades the encircling tissues. It can spread to other parts of the brain and affect the central 

nervous system. Cancer plants can be classified as primary plants, which start inside the brain, as well as 

secondary tumors, which spread from one place to another, are known as brain metastasis tumors. A healthy 

brain tumor, on the other hand, is a group of cells that grow slowly in the brain. 

Therefore, early detection of brain tumors can play a role an important role in improving treatment 

opportunities, and the high potential for survival potential can be achieved. But isolating wounds or ulcers is a 

time-consuming, challenging, and difficult task as many MRI scan numbers are performed in a medical setting. 

MRI, also known as Magnetic Resonance Imaging, is widely used to diagnose tumors in the brain or to diagnose 

ulcers. Separation of the brain tumor on MRI is one of the most important tasks in the analysis of medical 

imaging as it usually involves a large amount of data. In addition, tumors can be misinterpreted by the 

boundaries of soft tissues. It is therefore a very important task to find the correct classification of tumors in the 

human brain. 

II. LITERATURE REVIEW 

One of the maximum difficult and tough obligations is to split the location of hobby from the item and to split 

the tumor from the MRI Brain picture is aspiration. Researchers round the arena are running on this discipline 
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to discover a ROI this is well-acceptable to a extensive variety of various fashions which might be simulated 

with a one of a kind perspective. Nowadays segregation primarily based totally Neural Network affords 

extremely good effects, and the waft of the use of this version is growing day with the aid of using day. 

Devkota et al. [7] developed a comprehensive classification process based on Mathematical Morphological 

Operations and a local FCM algorithm that improves computational time, but the proposed solution has not 

been tested until the testing phase again with results as it is 92% cancerous and the divider is accurate. at 

86.6%. Yantao et al. [8] is similar to the Histogram-based classification method. With regard to the function of 

classification of brain tumor as a third stage the problem of segregation is about the two mechanisms of FLAIR 

and T1. Extraordinary circuits were obtained using a regional-based contour model in FLAIR mode. Edema and 

tumor tissues were isolated from abnormal regions based on the T1 method of enhancing the difference in the 

k-means method and achieved a The coefficient of dice and sensitivity is 73.6% and 90.3% respectively. Based 

on facet detection techniques, Badran et al. [9] followed a canny facet detection version accumulated with 

Adaptive thresholding to extract ROI. The database contained 102 snap shots. The snap shots had been first 

processed, then units of neural-network, the primary set of canny facet detection become used, and the second 

one set, adaptive thresholding. The break up photograph is then represented through a stage wide variety and 

capabilities and capabilities are rendered withinside the Harris style. Then neural networks are used, the 

primary to discover in case you are healthful or a tumor containing the mind and the second one is to locate the 

form of tumor. Displaying the effects and evaluating the 2 models, the canny-locate technique ensure high 

quality results with accuracy. Pei et al. [10] suggested a method that uses tumor boom styles such as novel 

capabilities to enhance tumor segregation segmentation in MRI length. Labels are used to stumble on tumor 

boom and are expecting mobileular proliferation after extraction (e.g., fractal, and mBm) and stabilization 

factors. Model overall performance is proven as a Means DSC with tumor mobileular density- LOO: 0.819302 

and 3-Folder: 0.82122. 

Dina et al. [11] submitted a version primarily based on the Probabilistic network version associated with 

Learning Vector Quantization. This type is tested on sixty-four MRI snapshots, among them 18 MRI snap shots 

used as a check set, and some used as a school set. 

Gaussian clear out makes snap shots smoother. 79% of processing time has been decreased through a changed 

PNN technique. The isolation technique primarily based totally at the Probabilistic Neural Network advanced 

through Othman et al. Principal Component Analysis (PCA) has been used to extract the characteristic and to 

lessen the scale of the information [12]. MRI snap shots are transformed to matric, after which the Probabilistic 

Neural Network is used for fragmentation. Finally, overall performance evaluation is performed. The schooling 

information set contained 20 subjects, and the experimental information protected 15 subjects. Based at the 

distribution value, the accuracy ranged from 73% to 100%. 

III. PROPOSED METHODOLOGY 

In this project, a Convolutional-Neural-Network (CNN) version is evolved that identifies MRI scans for tumors. 

This may be a regular in-intensity getting to know version that tolerates a first rate debt, quite a few processing, 

and the capacity to train yourself. CNN is greater bendy in its programming language and saves greater to get 

healthful schooling effects than a feed deliver community because it stocks the framework of alternatives and 

decreases fabric size. Due to the sharing of the framework on CNN, the variety of parameters is decreased and 

the calculation has contracted on the equal time. The quality concept is that analyzing in a single a part of the 

photograph is likewise useful in any other a part of the photograph. Due to the discount in place on CNN, the 

desired technique strength is decreased. 

Tumor detection of mind MRI scans may be completed with the assist of some algorithms however this file 

mainly explains how CNN may be used withinside the equal way. CNN or Convolutional Neural Network 

belongs to the class of deep neural networks. It is frequently utilized in packages that contain running with 

images. Another call given to CNN is SIANN or Space / Shift Invariant Artificial Neural Networks. 

Figure 1 describes the steps taken to initiate brain tumor detection with MRI images using the Convolutional 

Neural Network. The steps begin with setting up a project location: collecting images from the database and 

importing all the required modules. Next, the data is divided into training, validation, andtest sets: these sets 

allow data to be divided into model training, installation, and testing. The thirdstep is to preview the data, in 
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which case the data set is expanded i.e., the size of the database is increased, and then all the images are 

cropped into the same size. The fourth step is to build a model: the CNN model is built and installed with the 

help of training and certification sets. The last is a model test: model performance is assessed based on specific 

parameters. Given below is a flowchart of the process. The additional sections will explain in detail all the steps 

required to start the project. 

IV. IMPLEMENTATION STEPS 

Figure1 represents the ideology behind the implementation of the project. It is a detailed flowchart of all the 

steps used. 

 

Figure 1: Step-by-step implementation 

1. Setting up Environment 

Environment Setup is a combination of computer hardware and software required to execute a process / 

program. It can be defined as setting all the prerequisites required to perform. This is usually the first step in all 

processes. In this project, this step involves the collection of MRI scan images from different sources and stored 

in a database. The database will have a total of 253 images containing two folders - Yes and No. First, the ‘Yes’ 

folder will contain 155 tumor images. The second folder, ‘No’ will contain 98 images without the plant. 

This step also includes importing the required database and libraries such as NumPy, Pandas, os, TensorFlow, 

Keras, cv2, matplotlib, imutils, sklearn, shutil, itertools, pyplot, etc. Required lists and classes will be announced. 

Input to the same members is provided. This database is now ready for further use. 

2.  Data Splitting 

 

Figure 2: Directories representing data splitting 



                                                                                                                  e-ISSN: 2582-5208 
International  Research  Journal of  Modernization in Engineering  Technology and  Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:04/Issue:04/April-2022                       Impact Factor- 6.752                              www.irjmets.com  

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 
 [813] 

Data splitting is a way typically utilized by device mastering algorithms to break up the facts into 3 sets: train, 

validation, or test. This technique lets in us to searching for out the version hyper-parameter and additionally 

estimate the generalization performance.  

This splitting makes the facts less complicated to pre-process. The facts are break up withinside the following 

way: 70% for the schooling set, 15% for validation, and the relaxation 15% for testing. The following bar chart 

suggests the type of facts into distinctive sets. 

 

Figure 3: Graph indicating the distribution of images between train, validation, and test sets 

3. Data pre-processing 

Data Augmentation: 

 

Figure 4: Example of image augmentation 

Data augmentation refers back to the method this is beneficial for drastically growing the quantity of statistics 

to be had for education the models, with-out amassing any new statistics. Data augmentation strategies like 

cropping, padding, and horizontal flipping are usually used to teach huge neural networks.  

In this step, photos withinside the dataset may be augmented. Without amassing new statistics, the dataset now 

will increase for version education. The photos are augmented to growth the dimensions of the dataset taken. 

4. Image Resizing 

Image interpolation/resizing happens while we resize or distort our photo from the one-pixel grid to another. 

Image resizing will become pretty vital while there may be a want to modify the entire range of pixels, like 

growth or decrease. Remapping is used for rotating a photo or correcting lens distortion. 

5. Normalization 

Normalization is a method of photo processing. It helps alternate the variety of values of pixel intensity. Other 

names for normalization are contrasted/histogram stretching. In the project, normalization is carried out to 

scale the pixel values withinside the variety 0–1. 

This is one of the fundamental steps in statistics preparation. Its aim is to alternate numeric columns’ values 

withinside the dataset in order that a not unusualplace scale may be used. It neither loses any data nor distorts 

the variations that exist withinside the variety of all value. 

6. Model Building 

Here, a neural network CNN model for Tumor Detection from Brain MRI Images will be developed. Each image 

with shape (240, 240, 3) is fed into the neural network. The images will go through the layers step by step as 

shown in Figure 3.6 below. 
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Figure 5: Convolution Neural Network Layers 

6.1 Zero Padding Layer 

Zero padding is a way that permits us to maintain the authentic enter size. This is something that we specify on 

a per-convolutional layer basis. With every convolutional layer, simply as we outline what number of filters to 

have and the scale of the filters, we also can specify whether or not or now no longer to apply padding. 

6.2 Convolutional Layer 

Convolutional layers are the layers wherein filters are carried out to the authentic image, or to different 

function maps in a deep CNN. This is wherein maximum of the user-special parameters are withinside the 

network. The maximum critical parameters are the variety of kernels and the dimensions of the kernels. 

6.3 Batch Normalization Layer 

Batch normalization is a layer that lets in each layer of the community to do studying extra independently. It is 

used to normalize the output of the preceding layers. The activations scale the enter layer in normalization. 

6.4 ReLU Activation Layer 

A ReLU layer plays a threshold operation to every detail of the enter, wherein any cost much less than 0 is 

about to 0.  

ReLU is the max characteristic(x,0) with enter x e.g., matrix from a convolved image. ReLU then units all poor 

values withinside the matrix x to 0 and all different values are saved constant. ReLU is computed after the 

convolution and is a nonlinear activation characteristic like tanh or sigmoid. 

6.5 Max Pooling Layer 

Max pooling is a pooling operation that selects the most detail from the vicinity of the function map protected 

with the aid of using the filter. Thus, the output after max-pooling layer could be a function map containing the 

maximum distinguished functions of the preceding function map. 

6.6 Flatten Layer 

Flatten may be described because the feature that converts the pooled function map to 1 column it really is 

exceeded to the completely related layer. Dense layers upload the completely related layers to the given neural 

network. 

V. CONCLUSION 

In this study, there has been most effective one MRI database of a mind tumor used to teach CNN, whilst six 

facts units had been used for testing version overall performance. This way, most effective approximately 28% 

of facts is used for education and validation, whilst 72% of facts are used for testing. CNN overall performance 

is examined for accuracy, memory / sensitivity, f rating, and suitable stage of reading. Line graphs for accuracy 

and lack of validation and check units are given below: 
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Figure 5.1: Depicting training and validation loss 

 

Figure 5.2: Depicting training and validation accuracy 

Accuracy = TP / ((TP + FN)) 

Remember = sensitivity = TP / ((TP + FN)) 

fmeasure = (2 × accuracy × remember) / (accuracy + remember) 

Specification = TN / ((TN + FP)) 

Whenever a version is skilled and tested, its accuracy and loss also can be measured with the assist of a 

confusion matrix.  

A confusion matrix is part of the gadget studying field. It is likewise referred to as an Error matrix. The 

confusion matrix is especially used withinside the issues of statistical classification. It is a sort of unique desk 

format that enables in visualizing the performance/end result of any set of rules, usually a supervised studying 

set of rules.  Given under are the confusion matrices for the CNN set of rules used withinside the project. 

                                                       

Figure 5.3: Confusion matrix for the validation set 
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Figure 5.4: Confusion matrix for test set 

The observe additionally discovered that CNN's overall performance is especially noteworthy for appropriate 

magnificence snap shots, as simplest 1009 appropriate magnificence snap shots are 14 incorrectly defined as 

terrible. CNN's overall performance of appropriate snap shots is likewise evident BD-BT database check effects 

containing 671, all beautiful, well-prepared snap shots. Even the incorrect category snap shots, CNN overall 

performance is as dependable as 1 simplest the image, in 242 terrible snap shots, is assessed as a fake 

advantageous. 

CNN's important accuracy, throughout all six facts sets, it's far 98.8. The proposed five-layer technique offers us 

a advantageous impact on plant detection. Convolution, Max Pooling, Flatten, and dense layers are CNN 's 

proposed five-layer version. Data additions are achieved previous to version set up as CNN is a translation 

variable. We check -manner overall performance primarily based totally on facts classification. We make 

92.98% of accuracy for 70:30 splitting fee wherein schooling accuracy is 99.01%. Then withinside the 2nd 

duplication, 80% of the snap shots allotted for schooling and different snap shots accredited for trying out 

wherein we had 97.87% accuracy and 98.47% for schooling accuracy. Soour proposed version offers the quality 

end result while the separation is 80:20. Table-IV represents the operation of the proposed CNN-primarily 

based totally technique. 

Comparative Analysis with Other Programs. The overall performance of the proposed device is as compared 

with different latest computer-assisted mind tumor diagnostic programs. Of those programs, CNN [33-37], 

Random Forest [38], Artificial Neural Network (ANN) [39], Deep CNN (D-CNN) [40], Support Vector Machine 

(SVM) [41], and Faster Using CNN regional (R-CNN) [35]. Table four offers an overview of the overall 

performance expressed with the aid of using those programs. At least 86% accuracy is proven withinside the 

Random Forest Classifier. With the exception of D-CNN, the accuracy acquired with the aid of using CNN-

primarily based totally structures among 91% and 96%. Only D-CNN has benefited 98.07% accuracy that is 

much less than the proper accuracy define the plan proposed on this observe. A kucace a evaluation of most of 

these structures is provided in Table 5. Of the 9 programs, six are primarily based totally on CNN however 

nevertheless do now no longer exist of them works higher than a redesigned device proposed on this observe. 

CNN version with deep layers and augmented MRIs facts is greater green than any different structures. 

VI. FUTURE WORK 

In this, a CNN primarily based totally computer-aided prognosis machine of mind tumor is proposed. The deep 

community version CNN is skilled best on 28% of statistics, and its overall performance is analyzed on 72% of 

completely unseen statistics that's taken from exceptional mind tumor MRI datasets. The version has provided, 

on average, 98.81% accurate prognosis of mind tumor while attaining 100% accuracy for 2 datasets. In the 

future, the overall performance of this CNN-primarily based totally CAD machine may be similarly improved 

with the aid of using engaging in similarly studies and exploring different deep networks, versions of CNN, 

characteristic maps, and augmentation techniques. 



                                                                                                                  e-ISSN: 2582-5208 
International  Research  Journal of  Modernization in Engineering  Technology and  Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:04/Issue:04/April-2022                       Impact Factor- 6.752                              www.irjmets.com  

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 
 [817] 

DataAvailability 

VII. REFERENCES 

[1] J. J. Graber, C. S. Cobbs, and J. J. Olson, “Congress of Neurological Surgeons systematic review and 

evidence-based guidelines on the use of stereotactic radiosurgery in the treatment of adults with 

metastatic brain tumors,” Neurosurgery, vol. 84, no. 3, pp. E168–E170, 2019. 

[2] M. P. Brain, “Brain tumours: incidence, survival, and aetiology,” Journal of Neurology, Neurosurgery 

and Psychiatry, vol. 75, no. 2, pp. 7–12, 2004. 

[3] A. Patel, J. Fisher, E. Nichols, F. Abd-Allah, J. Abdela, and A. Abdelalim, “Global, regional, and national 

burden of brain and other CNS cancer, 1990–2016: a systematic analysis for the global burden of 

disease study,” The Lancet Neurology, vol. 18, no. 4, pp. 93–376, 2019. 

[4] K. P. Gliomas, “Survival, origin and early detection,” Surgical Neurology International, vol. 1, 2011. 

[5] K. J. Johnson, J. Schwartzbaum, C. Kruchko et al., “Brain tumor epidemiology in the era of precision 

medicine: the 2017 brain tumor epidemiology consortium meeting report,” Clinical Neuropathology, 

vol. 36, no. 11, pp. 255–263, 2017. 

[6] Y. M. Y. Abdallah and T. Alqahtani, “Research in medical imaging using image processing techniques,” in 

Medical Imaging—Principles and Applications, IntechOpen, 2019. 

[7] S. L. Fernandes, U. J. Tanik, V. Rajinikanth, and K. A. Karthik, “A reliable framework for accurate brain 

image examination and treatment planning based on early diagnosis support for clinicians,” Neural 

Computing and Applications, vol. 32, no. 20, pp. 15897–15908, 2020. 

[8] T. Saba, A. S. Mohamed, M. El-Affendi, J. Amin, and M. Sharif, “Brain tumor detection using fusion of 

hand crafted and deep learning features,” Cognitive Systems Research, vol. 59, pp. 221–230, 2020. 

[9] M. Alfonse and A. B. M. Salem, “An automatic classification of brain tumors through MRI using support 

vector machine,” Egyptian Computer Science Journal, vol. 40, no. 3, 2016. 

[10] A. K. Samanta and A. A. Khan, “Computer aided diagnostic system for automatic detection of brain 

tumor through MRI using clustering based segmentation technique and SVM classifier,” in 

International Conference on Advanced Machine Learning Technologies and Applications, pp. 343–351, 

Cham,2018. 

[11] Dina Aboul Dahab, Samy S. A. Ghoniemy, Gamal M. Selim, “Automated Brain Tumor Detection and 

Identification using Image Processing and Probabilistic Neural Network Techniques”, IJIPVC, Vol. 1, No. 

2, pp. 1-8, 2012.  

[12] MohdFauzi Othman, MohdAriffanan and MohdBasri, “Probabilistic Neural Network for Brain Tumor 

Classification”, 2nd International Conference on Intelligent Systems, Modelling and Simulation, 2011.  

[13] A. Rajendran, R. Dhanasekaran, “Fuzzy Clustering and Deformable Model for Tumor Segmentation on 

MRI Brain Image: A Combined Approach,” International Conference on Communication Technology 

and System Design 2011.  

[14] Sobhaninia, Zahra & Rezaei, Safiyeh&Noroozi, Alireza & Ahmadi, Mehdi &Zarrabi, Hamidreza& Karimi, 

Nader &Emami, Ali &Samavi, Shadrokh. (2018). “Brain Tumor Segmentation Using Deep Learning by 

Type Specific Sorting of Images”.  

[15] Gupta, Gaurav and Vinay Singh. “Brain Tumor segmentation and classification using Fcm and support 

vector machine.” (2017).  

[16] AnamMustaqeem, Ali Javed, Tehseen Fatima, “An Efficient Brain Tumor Detection Algorithm Using 

Watershed & Thresholding Based Segmentation”, I.J. Image, Graphics and Signal Processing, 2012, 10, 

34-39.  

[17] Seetha, J &Selvakumar Raja, S. (2018). “Brain Tumor Classification Using Convolutional Neural 

Networks. Biomedical and Pharmacology Journal”. 11. 1457-1461. 10.13005/bpj/1511.  

[18] Mariam Saii, Zaid Kraitem, “Automatic Brain tumor detection in MRI using image processing 

techniques”, Biomedical Statistics and Informatics, Vol. 2, No. 2, pp. 73-76, 2017.  

[19] A. Hamada, Br35h: Brain Tumor Detection 2020, version 5, 2020, 



                                                                                                                  e-ISSN: 2582-5208 
International  Research  Journal of  Modernization in Engineering  Technology and  Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:04/Issue:04/April-2022                       Impact Factor- 6.752                              www.irjmets.com  

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 
 [818] 

https://www.kaggle.com/ahmedhamada0/brain-tumordetection. 

[20] M. Ahmed, test_brain, version 1, 2020,  

https://www.kaggle.com/monagaffer12345/test-brain. 

[21] N. Chakrabarty, Brain MRI images for brain tumor detection, version 1, 2019, 

https://www.kaggle.com/navoneel/brain-mriimages-for-brain-tumor-detection. 

[22] J. Djhonson, Brain MRI images for brain tumor detection, version 1, 2020, 

https://www.kaggle.com/jjprotube/brainmri-images-for-brain-tumor-detection. 

[23] A. Doriane, BD_Brain-Tumor, version 1, 2020, https://www.kaggle.com/dorianea/bd-braintumor. 

[24] Leader, piller, Brain tumor segmentation, version 1, 2020, 

https://www.kaggle.com/leaderandpiller/braintumorsegmentation. 

[25] A. Simeon, Brain tumor images dataset, version 1, 2019,  

https://www.kaggle.com/simeondee/braintumor-images-dataset. 

[26] F. Özyurt, E. Sert, E. Avci, and E. Dogantekin, “Brain tumor detection based on convolutional neural 

network with neutrosophic expert maximum fuzzy sure entropy,” Measurement, vol. 147, p. 106830, 

2019. 

[27] J. Amin, M. Sharif, N. Gul, M. Yasmin, and S. A. Shad, “Brain tumor classification based on DWT fusion of 

MRI sequences using convolutional neural network,” Pattern Recognition Letters, vol. 129, pp. 115–

122, 2020. 

[28] E. Dandıl and S. Karaca, “Detection of pseudo brain tumors via stacked LSTM neural networks using MR 

spectroscopy signals,” Biocybernetics and Biomedical Engineering, vol. 41, no. 1, pp. 173–195, 2021. 

The datasets analyzed during the current research are available at the links given below:  

(1) BR35H::Brain Tumor Detection 2020: https://www.kaggle.com/ahmedhamada0/brain-tumor-

detection.  

(2) Brain MRI Images for Brain Tumor Detection: https://www.kaggle.com/navoneel/brainmri-images-

for-brain-tumor-detection.  

(3) Brain Tumor Images Dataset: https://www.kaggle.com/simeondee/braintumor-images-dataset.  

(4) Brain MRI Images for Brain Tumor Detection: https://www.kaggle.com/jjprotube/brainmri-images-

for-brain-tumor-detection.  

(5) Brain Tumor Segmentation: https://www.kaggle.com/leaderandpiller/braintumor-segmentation.  

(6) test-brain: https://www.kaggle.com/monagaffer12345/test-brain.  

(7) BD-BrainTumor: https://www.kaggle.com/dorianea/bd-braintumor. 

https://www.kaggle.com/monagaffer12345/test-brain

