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ABSTRACT 

This paper presents a project on creating a smart autonomous robot with obstacle avoidance and object 

detection capabilities. The essential objective is to plan and actualize a self-navigating automated framework 

competent in effectively recognizing and maintaining a strategic distance from obstacles in genuine time 

whereas too distinguishing objects in its environment. The robot consolidates an ESP32 microcontroller, an 

ultrasonic sensor, and an L298N motor driver for effective motor control. Moreover, the ESP32-CAM module 

gives live video streaming, inaccessible observing, and object detection, improving the system's versatility and 

usefulness. The inserted framework forms sensor information and executes obstacle avoidance and object 

detection algorithms to decide the ideal route way. Exploratory comes about to illustrate the system's viability 

in recognizing obstacles, recognizing objects, and exploring complex situations. This project highlights the 

integration of mechanical technology, computer vision, and embedded systems, displaying the potential for 

smart autonomous applications in regions such as observation, coordination, and fiasco reaction. 

Keywords: Obstacle Avoidance, Object Detection, ESP32 Microcontroller, Ultrasonic Sensor, ESP32 CAM 

Module, L298N Motor Driver, Autonomous Robot, Embedded System, Robotic Navigation, Intelligent Systems, 
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I. INTRODUCTION 

Autonomous robots have picked up noteworthy consideration in later a long time due to their potential 

applications in different spaces such as surveillance, coordination, healthcare, and catastrophe administration. 

These robots are prepared with brilliant frameworks that empower them to explore and work without human 

mediation, making them exceedingly compelling in energetic and unusual situations. Among the basic 

functionalities of independent robots, obstacle avoidance stands out as a crucial capability that guarantees a 

smooth and secure route. This research focuses on the plan and usage of a Smart Autonomous Robot with 

Obstacle Avoidance, leveraging present-day inserted innovations to realize real-time routes and decision-

making. The robot utilizes an ESP32 microcontroller, which combines high computational control and low 

vitality utilization, making it a perfect stage for creating cost-effective and proficient mechanical frameworks. 

An ultrasonic sensor is utilized to identify obstacles, whereas the L298N motor driver encourages exact motor 

control, guaranteeing solid portability. To upgrade the robot's flexibility, the ESP32-CAM module is coordinated, 

giving live video streaming and further checking capabilities. This highlight not as it were included a layer of 

versatility but also opened conceivable outcomes for applications requiring visual input, such as surveillance or 

search-and-rescue operations.  

The system's decision-making depends on real-time handling of sensor information, empowering it to decide 

the foremost optimal route ways within the nearness of obstacles. This paper investigates the equipment and 

computer program integration required to construct this autonomous robotic system. The research also 

assesses the robot's execution in different test scenarios to illustrate its capacity to identify and detect obstacles 

successfully. The discoveries highlight the potential of combining low-cost inserted stages with smart 

navigation algorithms, clearing the way for future headways in autonomous robotics. 
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II. METHODOLOGY 

The advancement of the Smart Autonomous Robot with Obstacle Avoidance takes after an organized technique 

including hardware integration, program improvement, and testing. The framework is built around the ESP32 

microcontroller, which acts as the central control unit. An ultrasonic sensor is utilized to identify obstacles by 

measuring distances based on echo response, whereas the L298N motor driver empowers exact control of the 

DC motors for the route. The ESP32-CAM module gives live video streaming for further checking and upgrades 

situational mindfulness. The hardware components, counting the ultrasonic sensor, ESP32, ESP32-CAM, motor 

driver, and DC motors, are collected on a custom chassis. 

The obstacle avoidance algorithm is a combination of ultrasonic sensor input and YOLO-based question object 

detection. When the ultrasonic sensor identifies an adjacent obstacle inside a predefined distance (e.g., 15 cm), 

the robot ends. At the same time, YOLO recognizes objects within the camera's field of view, and the framework 

calculates a secure interchange way by assessing both nearness and object classification information. The 

ESP32 controls motor developments through PWM signals, permitting smooth execution of forward, inverted, 

and turning movements. 

Testing and calibration were performed in different situations to optimize the ultrasonic sensor's exactness and 

the YOLO model's detection confidence. Execution was assessed based on measurements such as object 

detection precision, obstacle avoidance proficiency, and route speed. 

The robot works as follows: 

 The ultrasonic sensor identifies obstacles. 

 The distance of the obstacle is calculated by the microcontroller. 

 The microcontroller sends a flag to the servo motor to turn the ultrasonic sensor. 

 The ultrasonic sensor recognizes the obstacles once more. 

 The microcontroller calculates the distance of the obstacles once more. 

 

Figure: 2.1 Block Diagram of Smart Autonomous Robot with Obstacle Avoidance 

Yolo Methodology Working 

The YOLO technique tends to work with the 3 strategies recorded below: 
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 Residual blocks 

 Bounding box regression 

 Intersection Over Union 

Residual Blocks: The picture appearing in Fig: 2.2 will begin with partitions into lattice frameworks. Each 

framework has the angles S x S. The picture taken after the table delineates how well a design is created from 

such a source picture. Within the picture over, there are various lattice particles of the same estimate. Each 

network cell will precisely identify which appears inside the framework focuses. On the off chance that a thing 

middle shows up interior a specific bounding box, for occurrence, a certain cell is planning to be charged with 

detecting it. 

 

Fig 2.2: Residual Blocks 

Bounding Box Regression: 

An outline is fair a diagram that refers to a particular thing in a photo. Each network cell interior in the picture 

has the following components: 

 Measure (bw) 

 Measurements (bh) 

 C remains for the class (for illustration, individual, car, activity flag, etc.). 

Inside the picture appeared in Fig: 2.3 taking after the table, an outline is delineated. The outline has as of now 

been spoken to by a yellow diagram. 

 

Fig 2.3: Bounding Box 
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YOLO employments as it were one subset change to inexact the height, dispersing, center, and category of 

shapes. The picture past area portrays the numerical probability of a recognizable proof stage within the 

outline. Crossing point over Union The picture acknowledgment event of crossing point over union (IOU) 

clarifies what parcels cross. YOLO utilizes IOUs to form a professional duction packet that astoundingly encases 

circular particles. Each push of the framework is in charge of determining the boundary cells as well as their 

competence scores. If an expectation demonstrates parcel matches the genuine parcel, the IOU appears to be 1. 

This preparation disposes of boundary boxes which are not the same estimate as the genuine box. This same 

picture underneath appears a straightforward occurrence of the way an IOU performs. The picture portrays two 

arranges, one green and a blue. The blue box speaks to the estimation box, though the green box speaks to the 

genuine box. YOLO checks to see on the off chance that the significant parts parcels are proportionate. 

 

Fig 2.4: Cat 

The picture that appears in Fig: 2.4 portrays two facilitates, one green and one blue. The blue box speaks to the 

estimation box, though the green box speaks to the real box. The three strategies combined A picture 

underneath delineates how well the three instruments are combined to abdicate the completed 

acknowledgment execution appeared in Fig: 2.5. 

 

Fig 2.5: Final Detection 

Hardware Description  

ESP32 CAM 

 

Fig 2.6: Esp32 Cam 
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ESP32 CAM appeared in Fig: 2.6 is a camera-mounted gadget that utilizes the ESP32S processor and costs 

around $10. In expansion to a few GPIOs for interfacing the OV2640 camera to peripherals, there's too a small-

scale SD card space to assist store pictures taken by the camera and records accessible to the client. 

 

Fig 2.7: ESP32-CAM pin details 

ESP32CAM needs a USB connector. As a result, you'll have to have an FTDI motor to yield script towards the 

U0R as well as U0T pins (serial pins) as shown in Fig: 2.7. 

Esp32 Cam Ftdi Association: 

There are no programming chips on the board. As a result, clients can modify the overboard with either USB to 

TTL sub-framework. FTDI components predicated fair on CP2102 or CP2104 processors appeared in Fig: 2.8, in 

expansion to other chips, are commonly accessible. Interface the FTDI module and the ESP32CAM module as 

taken after appeared in Fig: 2.9. 

 

Fig 2.8: ESP32 Cam Connection diagram 

 

Fig 2.9: Final object Detection 
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III. MODELING AND ANALYSIS 

The modeling and investigation of the Smart Autonomous Robot with Obstacle Avoidance center on the 

coordination of its equipment and computer program components into a cohesive framework. The plan rotates 

around the ESP32 microcontroller, ultrasonic sensor, ESP32-CAM module, and L298N motor driver, 

guaranteeing productive usefulness and smooth operations. 

3.1 Circuit Integration 

The circuit coordinates the ESP32 microcontroller, ESP32-CAM module, ultrasonic sensor, and L298N motor 

driver on a single stage. The taking-after segments detail the essential components and their parts: 

3.2 ESP32 Microcontroller (Central Control Unit): 

The ESP32 serves as the center preparing unit, planning the robot's operations. It collects information from 

sensors and the YOLO-based protest discovery framework, forms the information, and issues control signals to 

the motor driver. 

3.3 Ultrasonic Sensor: 

The ultrasonic sensor interfaces with the ESP32 through its trigger and echo pins. The trigger stick sends 

ultrasonic waves, and the echo stick gets the reflected flag to degree the distance to adjacent objects. This 

removal information is imperative for deterrent location. 

3.4 L298N Motor Driver: 

The L298N motor driver controls the DC motors based on the control signals from the ESP32. Four input pins of 

the L298N are associated with particular GPIO pins on the ESP32 to decide motor heading, whereas its yield 

pins are wired to the motors for forward and turnaround developments. Legitimate warm dissemination 

instruments are joined to guarantee steady execution. 

3.5 ESP32-CAM Module (Live Video Streaming): 

The ESP32-CAM module captures real-time video and streams it over Wi-Fi for inaccessible observing. The 

captured outlines are moreover handled for question discovery utilizing the YOLO calculation, empowering the 

robot to distinguish and classify deterrents. 

3.6 Obstacles Evasion and Route 

The robot employments a crossover approach for deterrent discovery and shirking. The ultrasonic sensor 

distinguishes deterrents based on the vicinity, whereas the YOLO show recognizes and classifies objects within 

the camera's field of see. The ESP32 forms both information streams to execute an obstacle evasion calculation. 

The calculation calculates elective ways, guaranteeing a smooth route in energetic situations. 

 

Figure: 3.1 Layout of ESP32 and L298N Combine Circuit 

3.7 Schematic Chart and Associations 

The schematic graph appeared in Fig: 3.2 illustrates the interconnects between components: 

 Ultrasonic Sensor: Associated to the ESP32 through trigger and resound pins for separate estimation. 
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 Motors: Two DC motors are associated with the L298N motor driver through its yield pins. The ESP32 

controls the motors' development utilizing PWM signals through the motor driver. 

 ESP32-CAM: Associated with the ESP32 for live video spilling and YOLO-based question discovery. 

 

Figure 3.2: Schematic diagram and connections 

IV. RESULT AND DISCUSSION 

The Smart Autonomous Robot with Obstacle Avoidance project effectively illustrated the robot's capacity to 

independently explore and avoid obstacles utilizing coordinate components such as the ESP32 microcontroller, 

ultrasonic sensors, L298N motor driver, and ESP32-CAM. Moreover, protest discovery was actualized through 

the YOLO (You Simply See Once) calculation, improving the robot's capacity to recognize and maintain a 

strategic distance from not fair obstacles, but particular objects in its environment. 

The question of location capability altogether makes strides in the robot's decision-making preparation by 

permitting it to recognize and classify objects, such as individuals or certain sorts of obstacles, in real-time. The 

ESP32-CAM streams live video to the control unit, which forms this video nourish utilizing the YOLO 

demonstrate for protest discovery. Once a question is recognized, the robot can dodge it based on its 

classification, assist upgrading the robot's usefulness past fundamental deterrent shirking. 

4.1 Obstacle Detection and Avoidance Logic: 

The robot checks its environment utilizing the ultrasonic sensors set at different angles. The sensors ceaselessly 

degree distances to distinguish objects and obstacles. On the off chance that an obstacle is identified inside a 

threshold distance (e.g., 30 cm), the robot responds by either ceasing, turning, or switching, depending on the 

sensor readings. 

4.2 Object Detection with YOLO: 

The ESP32-CAM module captures live video and employments the YOLO calculation to identify objects in 

genuine time. This included layer of location permits the robot to recognize particular objects (e.g., human 

nearness, deterrents, etc.) and alter its behavior accordingly. For case, if a human is recognized, the robot may 

take a diverse course or dodge drawing closer as well closely. The after table summarizes the key test cases and 

behaviors displayed by the robot: 
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Table 1: Test Analysis of Robot for Obstacle Avoidance 

S No Scenario Obstacle Condition Robot Action 

1 No Obstacle in Front Obstacle Absent 
The robot moves forward along 

the straight path. 

2 Obstacle in Front, Left Clear 
Obstacle Present 

(Front) 

The robot stops, checks left and 

right, turns right, and moves 

forward. 

3 Obstacle in Front, Right Clear 
Obstacle Present 

(Front) 

The robot stops, checks left and 

right turns left, and moves 

forward. 

4 
Obstacle in Front, Both Sides 

Clear 

Obstacle Present 

(Front) 

The robot turns in the direction of 

the open space (left or right) and 

moves forward. 

5 
Obstacle in Front, Both Sides 

Blocked 

Obstacle Present 

(Front, Sides) 

The robot stops, reverses, and 

checks again. 

6 Robot Stuck in Corner 
Obstacle Present 

(All Sides) 

The robot moves backward to 

escape from the corner. 

This chart gives a comprehensive diagram of how the robot ought to carry on different circumstances. The chart 

records six scenarios: 

1. No Obstacle in Front 

Condition: The robot recognizes no obstacles in its front sensor run. 

Activity: The robot proceeds to move forward along its straight way without any impedances. This is often the 

default behavior when the way is evident. 

2. Obstacle in Front, Left Clear 

Condition: An obstacle is recognized within the front sensor extend, but there are no obstacles to the left or 

right. 

Activity: The robot stops, checks both the left and right sides, and turns right to explore the obstacle. It then 

moves forward after the turn. 

3. Obstacle in Front, Right Clear 

Condition: An obstacle is identified within the front sensor run, but there are no deterrents to the left or right. 

Activity: The robot stops, checks both sides, turns left, and moves forward once the obstacle is avoided. 

4. Obstacle in Front, Both Sides Clear 

Condition: An obstacle is identified in front, but the left and right sides are free of obstacles. 

Activity: The robot will decide to turn within the course with more accessible space (either cleared out or right) 

and move forward after the turn. 

5. Obstacle in Front, Both Sides Blocked 

Condition: An obstacle is recognized in front, and both the left and right sides are blocked by other deterrents. 

Action: The robot stops, reverses to form space, and after that reassesses its environment for the encouraged 

route. 

6. Robot Stuck in Corner 

Condition: The robot is caught in a corner, where there are obstacles on all sides. 

Activity: The robot recognizes being stuck and moves in reverse to free itself from the corner, proceeding its 

route to prepare after this activity. 
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Fig 4.1: View of Smart Autonomous Robot with Obstacle Avoidance 

V. CONCLUSION 

The Smart Autonomous Robot with Obstacle Avoidance effectively illustrates an independent automated 

framework competent in real-time obstacle detection, avoidance, and object recognition. Utilizing an ESP32 

microcontroller, ultrasonic sensors, L298N motor driver, and ESP32-CAM module, the robot productively 

navigates energetic situations while guaranteeing exactness in development. The integration of the YOLO object 

detection algorithm improves usefulness by permitting the robot to classify and react to particular objects in its 

way, making it reasonable for progressed applications like surveillance and search-and-rescue operations. The 

robot performed dependably in different test scenarios, exhibiting strong deterrent shirking and context-aware 

routes. This extension highlights the potential of combining mechanical technology, implanted frameworks, and 

computer vision for shrewd mechanization. Whereas the framework met its goals, future improvements may 

center on speedier question discovery, moving forward control proficiency, and progressed detecting advances 

like LiDAR. Generally, the extend offers an adaptable and versatile establishment for real-world independent 

applications. 
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