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ABSTRACT 

Cardiovascular diseases (CVDs), including stroke and heart disease, remain leading causes of morbidity and 

mortality worldwide. Early identification of individuals at high risk of developing these conditions is crucial for 

preventive interventions and improving patient outcomes. In this study, we propose a machine learning-based 

approach for the prediction of stroke and heart disease risk. 

The dataset utilized comprises a comprehensive set of demographic, clinical, and lifestyle factors collected from 

a diverse population sample. Various machine learning algorithms, including Decision Trees, Support Vector 

Machines (SVM), and  Random Forest (RF), are employed to develop predictive models. Among these algorithms, 

RF stands out as it combines the strength of Random Forest with an iterative process enhancing model 

performance to 90% accuracy and interpret-ability. 

This research contributes to advancing the field of cardiovascular risk assessment by leveraging machine 

learning techniques to develop accurate and interpretable predictive model. The proposed framework holds 

promise for enhancing early detection, risk stratification, and prevention of stroke and heart disease, ultimately 

leading to improved patient outcomes and reduced healthcare burden.  

Keywords: Cardiovascular Disease, Stroke, Heart Disease, Machine Learning, Predictive Modeling, Random 

Forest, Risk Assessment, Healthcare. 

I. INTRODUCTION 

Cardiovascular diseases (CVD’s) are the leading cause of global deaths, accounting for 17.9 million deaths in 

2019, with heart attacks and strokes being responsible for 85% of them. Sadly, over three quarters of these 

deaths occur in low- and middle-income countries. The good news is that most CVD’s can be prevented by 

addressing behavioral risk factors such as smoking, unhealthy diet, physical inactivity, and excessive alcohol 

consumption. Detecting CVD’s early is crucial for timely management with counseling and medication. 

To avoid heart attacks or strokes, it's essential to adopt a healthy lifestyle. This includes maintaining a balanced 

diet, engaging in regular physical activity, and avoiding tobacco products. Additionally, it's crucial to monitor 

and control risk factors like high blood pressure, high cholesterol, and diabetes. 

Depression and anxiety can accelerate the development of risk factors for heart attacks and strokes, such as 

high blood pressure and high cholesterol. These mental health conditions also increase the risk of major 

cardiovascular events by about 35%. Cumulative stress can worsen heart and brain health by directly affecting 

physical well-being and promoting unhealthy behaviors like smoking and sedentary lifestyles. 

A recent study conducted in rural America found that transgender individuals have a higher prevalence of 

cardiovascular disease risk factors compared to individuals. Transgender males, in particular, were at a 

significantly higher risk, with increased rates of tobacco use, obesity, and high blood pressure. 

The American Heart Association and the National Institutes of Health provide annual updates on heart disease, 

stroke, and cardiovascular risk factors. These updates include data on key health behaviors (such as smoking, 

physical activity, diet, and weight) and health factors (like cholesterol, blood pressure, and glucose control). The 

reports also cover various clinical heart and circulatory conditions, along with associated outcomes and 

economic cost. 

II. LITERATURE REVIEW 

1. Using an optimized random forest model and random search algorithm, Ashir Javeed, Shijie Zhou, and 

colleagues (2017) created "An Intelligent Learning System for Improved Heart Disease Detection." In 

order to select factors and diagnose cardiovascular illness, this article use the random forest model and the 
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random search algorithm (RSA). The main purpose of this model's optimization is to use grid search 

algorithmic programming. Predicting cardiovascular disease involves two types of experiments. Only the 

random forest model is created in the first form; in the second experiment, a random forest model based on 

the Random Search Algorithm is created. Comparing this methodology to the traditional random forest 

model, it is less complex and more efficient. It generates 3.3% greater accuracy than traditional random 

forests. The suggested learning system can aid in the doctors' improvement.the accuracy of heart failure 

identification 

2. "Prediction and Diagnosis of Heart Disease by Data Mining Techniques" was created by Mirsaeid 

Hosseini Shirvani and Boshra Bahrami. In order to diagnose cardiovascular disease, this paper employs 

multiple classification methodologies. The datasets are divided using classifiers such as KNN, SVO classifier, 

and Decision Tree. Following classification and performance assessment, the decision tree that performs the 

best at predicting cardiovascular disease from the dataset is analyzed. 

3. Using a data mining technique, Mamatha Alex P and Shaicy P Shaji (2019) created "Prediction and 

Diagnosis of Heart Disease Patients." This paper employs support vector machines, KNNs, random 

forests, and artificial neural networks.Neural Network Artificial 

4. "Predictive Model and Effective Analysis of Stroke Disease Using Classification Methods"-Prayathri, A. 

Sudha, N. Jayasankar In order to reduce the number of dimensions and identify the characteristics that are 

more important for the prediction of stroke disease, the principal component analysis algorithm is 

employed in this research to determine whether or not the patient is experiencing a stroke. 

5. "A Study Using the National Health Insurance Database to Develop an Algorithm for Stroke 

Prediction" -Min SN, Lee KS, Subramaniyam M, Park SJ, Kim DJ In this study, the model equation for 

creating an algorithm for pre-diagnosing strokes using possibly adjustable risk factors was derived. 

6. "Stroke Focus: Predicting and Preventing Stroke" Regnier, Michael Modern stroke prevention  

III. METHODOLOGY 

Machine learning and predictive modeling techniques offer a more sophisticated approach to predicting stroke 

and heart disease risk by leveraging advanced algorithms to analyze data and identify patterns. Here's how 

machine learning and predictive modeling can be applied in this context: 

Data Collection: Machine learning models require extensive datasets containing information on traditional risk 

factors (age, gender, hypertension, etc.) as well as additional variables 

Stroke Prediction DataSet Attributes  
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Heart Disease DataSet Attributes 

 

Feature Selection: Machine learning algorithms can automatically identify relevant features (predictors) from 

the dataset that contribute most to the prediction of stroke and heart disease risk. This process helps in 

selecting the most informative variables for the model. 

Model Development: Various machine learning algorithms can be employed for building predictive models, 

including logistic regression, decision trees, random forests, support vector machines, gradient boosting,These 

models learn from the data and develop relationships between risk factors and the likelihood of developing 

cardiovascular events. 

Model Training: The predictive model is trained using historical data, where known outcomes (e.g., occurrence 

of strokes or heart disease) are used to teach the algorithm to recognize patterns and make accurate 

predictions. 

Model Evaluation: Once trained, the model is evaluated using separate validation datasets to assess its 

performance. Common evaluation metrics include accuracy. 

Optimization: Models may undergo optimization processes to improve their performance, such as 

hyperparameter tuning, feature engineering, and ensemble methods to combine multiple models for better 

predictive accuracy. 

IV. EXISTING SYSTEM 

The current landscape the Existing systems is only predicting the occurrence of heart disease using Support 

Vector machine,Logistic Regression, KNN, neural Networks. These Techniques is not giving the accurate 

measures because it is not considered the proper factors that is effecting. The algorithms used here are with 

accuracy less than 85% only. And the existing systems is not predict the future occurrence of any stroke to 

the patient due to blood clots because of heart disease irregular behavior. There were other existing system 

which were using deep learning but the dataset is not so large to apply the deep learning techniques for  

better result. 

Problems with Existing Systems: 

Limited Risk factors and bias which are not accurate of result. It may not predict the future occurrence of 

stroke and heart diseases. 

V. PROPOSED SYSTEM 

Even though there are many ways to identify Heart Disease and Stroke commonly rely on traditional machine 

learning algorithms like Naive Bayes, Support Vector Machines (SVM),Logistic Regressions. This proposal 

introduces Random Forest, Decision Tree, XGBoost, a more advanced ensemble learning algorithms. The 

proposed system aims to demonstrate the superior performance of those algorithms comprehensive analysis of 

its capabilities.   
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Goal & Objectives of Proposed System: 

The main goals of this model are to:  

• Provide High predictive accuracy, it leads to better generalization and improved performance compared 

to existing systems. 

• It will consider the accurate risk factors of the heart disease and stroke occurrence.  

VI. TECHNOLOGY USED 

Python: Python is a programming language that is easy to use and read. It has a vast library of libraries 

covering a wide range of topics, such as web development, data science, and machine learning. Because of its 

adaptability and simplicity, Python is highly preferred by developers.  

Pandas: An vital tool for data scientists and analysts, Pandas is a Python library for manipulating and analyzing 

data. It provides simple-to-use data structures and tools for activities including importing, cleaning, 

transforming, and analyzing structured data.  

A variety of supervised and unsupervised learning algorithms, as well as tools for model selection, evaluation, 

and preprocessing, are available in the Scikit-learn machine learning package, which is based on Python.  

Based on Matplotlib, Seaborn is a Python visualization toolkit that offers a high-level interface for making 

visually appealing statistical visualizations with integrated color and themes. Flask for user interface 

VII. ALGORITHMS 

Logistic Regression: 

Tailored for forecasting categorical outcomes, logistic regression distinguishes itself from linear regression by 

centering on classification issues. 

Support Vector Machine (SVM): 

Extensively employed in both classification and regression tasks, SVM strives to construct optimal decision 

boundaries in n-dimensional space to separate data points into discrete classes. 

Decision Trees: 

Suited for both classification and regression, decision trees delineate hierarchical decision rules based on input 

features, leading to easily understandable interpretations. 

Random Forest: 

A method of ensemble learning, random forest combines multiple decision trees to improve accuracy and 

combat overfitting by amalgamating predictions. 

Gradient Boosting: 

Another ensemble technique, gradient boosting sequentially constructs decision trees to rectify errors made by 

preceding trees, thereby enhancing predictive performance with each iteration. 

XGBoost: 

Recognized for its speed and efficacy, XGBoost implements gradient boosted decision trees, establishing its 

dominance in competitive machine learning 

VIII. RESULT AND ANALYSIS 
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Fig 1: Models Performances 

              

                                    Fig 2: Home Page                                                            Fig 3: Heart Disease Prediction Page 

    

                               Fig 4: Stroke Prediction Page                                      Fig 5: Heart and Stroke Positive Result Page 

 

Fig 6: Heart and Stroke Prediction Negative Result Page 

After comparison of models we came to know that random forest  algorithm performs very well , so we trained 

the model using random forest algorithm which gives 90% accuracy. We initially provide the system with a 

patient details  as input , then the system predicts it whether he or she has the heart disease and stroke 

occurrence.      
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IX. CONCLUSION 

In conclusion, Heart Disease and Stroke is a life-threatening medical illness that should be treated as soon as 

possible to avoid further complications. The development of an ML model could aid in the early detection of 

stroke and the subsequent mitigation of its severe consequences. The effectiveness of several ML algorithms in 

properly predicting stroke and heart disease based on a number of physiological variables is investigated in 

this study. Random forest outperforms the other methods tested with a classification accuracy of above 90 

percent. 
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