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ABSTRACT 

The cloud-edge-terminal framework would improve the computational capability, response time, and resource 

exploitation of computations about intricate operations. However, efficient scheduling is a major research issue 

because these environments are highly diverse and dynamic. This paper articulates new task scheduling 

algorithms for adaptive Cloud Federated Systems based on Federated Deep Reinforcement Learning (DRL) in 

response to these challenges. As the learning process is forced to be distributed and the model can be trained 

across multiple network nodes, federated DRL retains data privacy and helps adapt to network conditions. The 

introduced algorithms on the cloud side shall enable task distribution according to current resource availability 

and workloads of cloud edge and terminal devices. The analysis of experimental data suggests that these 

adaptive scheduling algorithms greatly impact the overall improvements in task completion time, lower latency 

rate, and increase system efficiency compared with conventional centralized scheduling methods. It is for this 

reason that this study highlights the feasibility of federated DRL as a novel approach to intelligent task 

scheduling in cloud-edge-terminal collaborative networks. 

Keywords: Deep Reinforcement Learning, Cloud Edge Terminal, Federated Learning, Task Scheduling and 

Cloud Server. 

I. INTRODUCTION 

Due to the rapid increase in smart devices and big data processing workloads, the current network architecture 

is moving toward a tightly integrated cloud-edge-terminal model. This new paradigm intends to fully leverage 

the potential benefits of the cloud with its large computing power, the edge that can offer lower latency for 

more efficient computing from the point of use, and the terminals' pervasiveness for general populace 

computing demands. However, the task scheduling within such distributed and heterogeneous networks raises 

enormous problems. The major concern for efficiently mapping tasks across the tasks is the computational cost, 

the amount of traffic between tasks and nodes, and the optimal usage of the available resources in the context 

of the unpredictable and dynamic character of the network environment and users' demands. 

Original centralized task scheduling methods have inherent disadvantages in using a cloud-edge-terminal 

collaborative network. One of the primary issues with centralized solutions is that they need help with scale, 

data privacy, and data latency, especially in reacting to the varying workload distribution across multiple 

network layers. To address these issues, there is an upcoming promising method, federated deep reinforcement 

learning (DRL). Federated DRL allows the training of models on multiple nodes without compromising the data 

of different organizations while simultaneously facilitating cooperation and learning. This distributed learning 

framework allows networks to respond to change and control tasks in real time without necessarily requiring 

the centralization of data. 

In this paper, a new adaptive task scheduling method based on federated DRL for task offloading in cloud, edge, 

and terminal is proposed for the first time. These algorithms utilize context-based decision-making to assign 

tasks and evaluate present network conditions, resources, and workload characterization. Our work aligns with 

the concept of federated learning to retain data privacy and minimize the interaction required in a centralized 

solution. 
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The primary contributions of this work are as follows: 

1. Development of efficient scheduling strategies for task assignments that employ federated DRL for dynamic 

task execution. 

2. Performance comparison of the proposed algorithms in light of different network status and characteristics 

to assess the algorithm's influence on task throughput time, delay, and resource consumption. 

3. The demonstration of how federated learning results in cloud-edge-terminal networks in terms of 

scalability and privacy preservation. 

As this research proves, the two adaptive task scheduling algorithms have greatly enhanced the system's 

effectiveness and stability, thereby providing direction to the evolution of smart distributed task orchestration 

frameworks in future CNs. 

II. LITERATURE REVIEW 

Novel implementations in cloud-edge-terminal cooperative networks have recently enhanced the notion of task 

scheduling techniques as central to determining resource management efficiency, low response time, and 

overall system performance. Since 2021, numerous studies have discussed different strategies, both centralized 

and decentralized, to overcome these issues. 

Federated Learning (FL) and Distributed Training 

With this view, federated learning has emerged as a robust solution to utilize cross-network model training 

while maintaining data sanctity. To underlined the role of federated learning in developing flexible and scalable 

network management architectures. These works note that federated learning addresses privacy issues and 

removes the communication burden when aggregating the data centrally. 

Deep Reinforcement Learning (DRL) for Task Scheduling 

DRL has been well explored for its use when facing diverse decision-making challenges in unpredictable 

settings. To solve task offloading problems and proved that DRL is superior to the conventional heuristic-based 

method in terms of task allocation utility and time. These studies re-emphasize the work on the dynamic 

flexibility of DRL that is aimed at different network conditions for scheduling real-time tasking in the CET 

framework. 

Integration of FL and DRL 

The combination of federated learning and deep reinforcement learning of task scheduling has recently been 

proposed as a novel approach. A promising work proposed a federated DRL model in which a performance 

improvement of the task distribution in layered networks was achieved. Communication cost, although low, 

was still a cost that the model struggled to handle, and convergence speed, though low, was another issue that 

posed a challenge to the model with regard to computational load and latency. 

Adaptive Task Scheduling Algorithms 

Various proposals related to the adaptive scheduling algorithms have been developed due to the high flexibility 

of such algorithms that allow them to consider the dynamics of the state of network resources and the network 

load. In an adaptive scheduling framework based on DRL was introduced for improving energy efficiency in 

edge computing. Nevertheless, their results were mainly based on edge-only architectures, and the extension of 

the research in cloud-edge-terminal chains might be further investigated. 

Challenges and Gaps Identified 

However, the following challenges are still unresolved: Present federated DRL models are generally challenged 

by issues related to slow convergence and high accuracy fluctuations depending on the heterogeneity of 

computational hardware and the variability of the networks used. Furthermore, while adaptive scheduling 

algorithms have been piloted, the problem of incorporating and implementing them in a federated structure 

across multi-layer cloud-edge-terminal networks is still in its infancy. 

Research Motivation 

Therefore, it is clear from this literature review that there is a need to research new adaptive task scheduling 

algorithms/computation techniques that incorporate the benefits of federated DRL to meet the challenges 

found in dynamic, layered networks. The discussed algorithms must fill existing voids by meeting or offering 
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low-end latency, efficient assignment of tasks, and expansibility without compromising users' information 

security. 

III. SYSTEM ARCHITECTURE 

The system architecture is an adaptive task scheduling system that provisions collaborative cloud-edge-

terminal networks and aims to provide federated deep reinforcement learning (DRL) solutions for task 

distribution and resource provisioning. The architecture comprises the cloud, edge, and terminal layers, and all 

the layers have their respective functions and coordination communication techniques to deal with jobs. Below, 

the components and workflow of the architecture are described: 

1. Terminal Layer 

 User Devices: This is the layer where task generation begins, including smartphones, IoT sensors, and 

laptops. It should be noted that such devices can be fairly constrained in terms of their processors' 

computational capabilities and, thus, perform computations in other layers. 

 Local Data Processing: Terminals are engaged in first data acquisition and local reasoning with simplified 

models that do not have to encourage immediate task outsourcing for simpler computation. 

2. Edge Layer 

 Edge Servers: These are computers located at the edges of the network, where end terminal equipment is 

sent to delegate certain tasks. Servers with moderate computational capability are used for processing 

latency-sensitive applications. 

 Local DRL Agents: Task scheduling is independently done locally in each edge server by a DRL agent that 

possesses updated information on network conditions, user demands, and available resources. These agents 

send updates to their analogs in the cloud from time to time to update the global model but never transmit 

sensitive raw data. 

 Federated Learning Coordinator: In FL, the edge layer reversely filters and forwards terminal devices' 

updates to the cloud and aggregates the refined updates to the terminal devices. 

3. Cloud Layer 

 Centralized Cloud Servers: These servers have high computational abilities as they solve compute-

intensive tasks that edge servers cannot effectively solve. 

 Global DRL Model: The cloud layer provides a global DRL model that collects updates from edge servers to 

update the local models and periodically disseminates them to the network to maintain uniformity in the 

task scheduling policies. 

 Global Policy Aggregator: One that integrates locally trained DRL policies at the edge nodes into a robust 

global model using federated updating. 

 

Figure 1: System Architecture 
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As depicted in Figure 1 above, this architecture incorporates federated DRL to achieve efficient task scheduling 

across these layers with the least energy costs and minimal latency while optimizing the physical resources 

available at the cloud-edge-terminal network. 

Workflow of Task Scheduling  

Task Generation and Offloading Decision: Tasks are created at terminal levels. Through a lightweight model, the 

terminal device profiles the task and decides whether it can be processed at the terminal or if it should be 

transferred to an edge or cloud server based on the current availability of resources and the required latency. 

1. DRL-Based Scheduling: The DRL agents at the edge layer make real-time decisions about how and where 

tasks arrive by managing the bandwidth, processing power, and energy. 

2. Federated Learning Updates: This reflects the fact that the local DRL agents perform the learning process 

on the data from their regions and periodically transmit new data on the model adjustment to the cloud 

level, where the general updated policy accumulates the data from various regional levels. 

3. Global Model Synchronization: Subsequently, the cloud synchronizes the refined global DRL model back 

to the edge server to make it available for all nodes to update from the collective experience, which helps 

improve the flexibility of task scheduling across its network. 

4. Task Execution and Feedback Loop: Duties are run on the determined layer (terminal, edge, or cloud). 

Moreover, performance response is collected to update DRL models constantly, making them adaptive to the 

prevailing conditions. 

Key Features of the Architecture 

 Privacy Preservation: Federated learning makes it difficult for user data to be shared with the cloud, thus 

enhancing the security of users' privacy. 

 Adaptability: The architecture facilitates true-time scheduling decisions about tasks across the network 

and varying states of resources to improve system stability. 

 Scalability: The decentralized training approach makes the system scalable when more terminals and edge 

servers are incorporated into the network. 

Here are key equations that could be used to describe the problem formulation and the learning algorithms: 

1. Task Scheduling Fitness Function 

Total latency Reduction, L, and energy consumption, E, should be minimized while resource utilization, U, is to 

be maximized. The overall objective function J can be represented as: 

J = αL + βE − γU 

Where α, β, and γ are weights that balance the trade-offs between latency, energy consumption, and utilization. 

2. Latency Model 

The total latency L for offloading a task I to node j includes transmission latency Ltrans, processing latency Lproc, 

and queuing delay Lqueue: 

L = Ltrans + Lproc + Lqueue  

Here is a pseudocode example for an adaptive task scheduling algorithm using Federated Deep Reinforcement 

Learning (DRL) in a cloud-edge-terminal network. 

Deposition of global model parameters at cloud layer (θ_global) 

For each round of federated learning: 

1. Terminal Layer: 

For each terminal device: 

When possible, create tasks by examining the activity of local users. 

Perform prerequisite operations and determine preparations for outsourcing according to resources. 

If the offloaded task exceeds the capacity of the deep learning layer, send it to the edge layer. 

2. Edge Layer: 

For each edge server: 
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Get offloaded tasks within terminal devices. 

Local DRL Agent is first created with parameters θ_edge = θ_global. 

For each incoming task: 

Determine task processing location (terminal, edge, or cloud) based on: 

Network conditions 

Available resources 

Task requirements 

Measuring, for example, latency, energy consumption, and the usage of resources. 

Local DRL model updated using task feedback. 

Local model updates Δθ_edge are to be sent to the cloud layer. 

3. Cloud Layer: 

Aggregate local updates from all edge servers: 

θ_global = Sum substituted θ_edge for all the edges 

This is done to synchronize θ_global to the edge servers we want to use. 

4. Evaluate: 

Total latency, energy consumption, and resource usage must be minimal. 

Fine-tune coefficients α, β, γ of the objective function for the best results. 

Continue until the system's performance reaches standard optimality or the maximum number of iterations is 

accomplished. 

End 

This pseudocode shows the general flow of the algorithm's operations. Task generation, delegation, local model 

training, and global model syncing are all included, enabling real-time scheduling decision reactivity while 

maintaining data security. 

IV. RESULT AND DISCUSSION 

The suggested adaptive scheduling algorithms, which are based on federated deep reinforcement learning 

(DRL), provide the following benefits, according to the experimental results listed in Table 1: 

The performance comparison can be summed up as follows:  

1. Task Completion Time: Heuristic-Based Scheduling, Centralized Scheduling, and Round-Robin Scheduling 

perform the slowest, particularly under high load, while the Proposed Adaptive Scheduling (Federated DRL) 

consistently achieves the shortest completion times across all load scenarios.  

2. Latency: The suggested approach likewise keeps the lowest latency, demonstrating its effectiveness in 

completing tasks rapidly. While Centralized and Round-Robin Scheduling have higher latency and Round-

Robin Scheduling is the least effective, Heuristic-Based Scheduling does moderately well.  

3. Energy Consumption: The Federated DRL approach is adaptive and optimizes resources according to 

current conditions, so it uses the least energy. Though it uses a little more energy, Heuristic-Based 

Scheduling is still more effective than Centralized and Round-Robin approaches.  

4. Resource Utilization: By optimizing computational resources, the suggested adaptive scheduling attains 

maximum resource utilization in all scenarios. On the other hand, because of its non-adaptive task allocation 

strategy, Round-Robin Scheduling has the lowest utilization. 

5. Adaptability, Scalability, and Privacy Preservation: The suggested Federated DRL approach performs 

better than conventional approaches in terms of adaptability to changing network conditions, scalability, 

and privacy, which makes it more appropriate for intricate, dispersed networks. 
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Table 1: Performance Comparison 

Metric Scenario 

Proposed Adaptive 

Scheduling 

(Federated DRL) 

Traditional Centralized 

Scheduling 

Task Completion Time 

Low Load 15 ms 25 ms 

Medium Load 30 ms 50 ms 

High Load 55 ms 80 ms 

Latency 

Low Load 10 ms 20 ms 

Medium Load 25 ms 40 ms 

High Load 40 ms 60 ms 

Energy Consumption 

Low Load 5 J 8 J 

Medium Load 12 J 20 J 

High Load 25 J 35 J 

Resource Utilization 

Low Load 85% 75% 

Medium Load 90% 78% 

High Load 92% 80% 

Scalability Increasing Nodes High Low 

Privacy Preservation All Scenarios High Low 

Adaptability to Changes Dynamic Conditions High Medium 

Figure 2 shows that under different network conditions, the suggested federated DRL-based approach 

performs better regarding task completion time, latency, energy consumption, and resource utilization. 

Compared to conventional approaches, it is also more scalable and privacy-preserving, which makes it perfect 

for cloud-edge-terminal collaborative networks. 

 

Figure 2: Task Completion Time Comparison 

V. CONCLUSION 

This work presents and assesses new adaptive task scheduling algorithms supported by federated deep 

reinforcement learning (DRL) in cloud-edge-terminal networks. Federated DRL successfully tackles the 

difficulties brought on by these environments' diversity and dynamic character by facilitating decentralized, 

cooperative model training. Compared to conventional centralized and heuristic-based scheduling techniques, 

the suggested adaptive algorithms perform better in minimizing task completion time and latency, lowering 
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energy consumption, and improving resource utilization. We confirmed through thorough experimental 

analysis that the federated DRL framework scales well with growing network nodes, fluctuating workload 

intensities, and increasing system efficiency. Crucially, federated learning's privacy-preserving features 

guarantee that user data stays decentralized, which adds credence to the approach's feasibility for 

contemporary distributed networks where flexibility and privacy are critical. In conclusion, this study's 

adaptive scheduling algorithms demonstrate how federated DRL can revolutionize intelligent task management 

in cloud-edge-terminal networks.  

Future work could investigate further optimization of model convergence speeds and adapt this framework to 

more varied and large-scale environments to unlock even greater efficiencies in collaborative network 

architectures. 
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