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ABSTRACT 

Deepfake technology is a type of artificial intelligence used to create convincing fake images, videos and audio 

recording. The term describes both the technology and the resulting bogus content and is portmanteau of deep 

learning and fake. Deepfake often transform existing source content where one person is swapped for another. 

They also create entirely original content where someone is represented doing or saying something they didn’t 

do or say. 

The greatest danger posted by deepfakes is their ability to spread false information that appears to come from 

trusted sources. While deepfakes pose serious threats, they also have legitimate uses, such as videos game 

audio and entertainment, and customer support and caller response applications, such as call forwarding and 

receptionist services. 
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I. INTRODUCTION 

Manipulation of picture and video content isn’t new. For this purpose, many special software tools, such as 

Adobe Photoshop and Adobe Lightroom, have been available for decades. However, the realistic modification of 

facial features in digital images and videos using these tools has traditionally faced limitations due to factors 

such as the requirement for domain expertise, complexity, and the time- consuming nature of the process. 

Deepfake, synthetic media, including images, videos, and audio, generated by artificial intelligence technology 

that portray something that does not exist in reality or events that have never occurred. 

The term deepfake combines deep, taken from AI deep learning technology and fake, addressing that the 

content Is not real. The term came to be used for synthetic media in 2017 when a Reddit moderator created a 

subreddit called “deepfake” and began posting videos that used face-swapping technology to insert celebrities 

likenesses into existing videos.  

Deepfakes are produced using two different AI deep learning algorithms: one that creates the best possible 

replica of a real image or video and another that detects whether the replica is fake and, if it is, reports on the 

differences between it and the original. The first algorithm produces a synthetic image and receives feedback 

on it from the second algorithm and then adjusts it to make it appear more real the process is repeated as 

many times as it takes until the second algorithm does not detect any false imagery. 

Some positive uses for deepfakes have also emerged, however. One is spreading awareness about social issues. 

For example, soccer player David Beckham participated in a campaign to increase awareness about malaria in 

which videos were produced that appeared to show him speaking in nine different languages, broadening the 

reach of the messages. The art world has also found positive uses for deepfake technology of healthcare 

delivery. 

II. LITERATURE REVIEW 

Most of these deepfake technologies result from two core neural network technologies: generative network and 

discriminative network which when combined, give rise to Generative Adversarial Networks (GANs). Also, 

these technologies have been used to spread misinformation in various avenues, mainly across social media 

platforms, conducting cybercrimes and creating political tension and instability. This has prompted the need to 

detect and distinguish between what is real and what is fake. So far, much research has been done on deepfake 

detection techniques and the ability of these techniques to identify deepfake images and videos using artificial 

intelligence (AI) models trained on well-established datasets of deepfake and typical examples. 

http://www.irjmets.com/


                                                                                                                     e-ISSN: 2582-5208 

International  Research  Journal of  Modernization in Engineering  Technology and  Science 
( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:06/Issue:11/November-2024                      Impact Factor- 8.187                       www.irjmets.com    

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

[763] 

Based on a yearly report in Deepfake, DL researchers made several related breakthroughs in generative 

modeling. For example, computer vision researchers proposed a method known as Face2Face for facial re-

enactment. This method transfers facial expressions from one person to a real digital ’avatar’ in real-time. In 

2017, researchers from UC Berkeley presented CycleGAN to transform images and videos into different styles. 

Another group of scholars from the University of Washington proposed a method to synchronize the lip 

movement in video with a speech from another source. Finally, in November 2017, the term “Deepfake” 

emerged for sharing porn videos, in which celebrities’ faces were swapped with the original ones. In January 

2018, a Deepfake creation service was launched by various websites based on some private sponsors. After a 

month, several websites, including Gfycat, and Twitter, banned these services. However, considering the threats 

and potential risks in privacy vulnerabilities, the study of Deepfake emerged super fast. Rossler et al. 

introduced a vast video dataset to train the media forensic and Deepfake detection tools called Face Forensic in 

March 2018. After a month, researchers at Stanford University published a method, “Deep video portraits” that 

enables photo-realistic re-animation of portrait videos. UC Berkeley researchers developed another approach 

for transferring a person’s body movements to another person in the video. NVIDIA introduced a style-based 

generator architecture for GANs for synthetic image generation. According to report, Google search engine 

could find multiple web pages that contain Deepfake related videos. 

Apart from Deepfake videos, there are many other malicious or illegal uses of Deepfake, such as spreading 

misinformation, creating political instability, or various cybercrimes. To address such threats, the field of 

Deepfake detection has attracted considerable attention from academics and experts during the last few years, 

resulting in many Deepfake detection techniques. There are also some efforts on surveying selected literature 

focusing on either detection methods or performance analysis. 

However, a more comprehensive overview of this research area will be beneficial in serving the community of 

researchers and practitioners by providing summarized information about Deepfake in all aspects, including 

available datasets, which are noticeably missing in previous surveys. Toward that end, we present a systematic 

literature review (SLR) on Deepfake detection in this paper. We aim to describe and analyze common grounds 

and the diversity of approaches in current practices on Deepfake detection. 

Process of SLR 

There are two landmark literature surveys proposed by Budgen et al and Zlatko Stapić et al. in the field of 

software engineering. We adopt their approaches in our SLR and categorize the review process into three main 

stages as shown in Figure in order to identify, evaluate, and understand various researches related to particular 

research questions. 

The main contributions of this SLR are: 

 A comprehensive survey of current literature relating to deepfake detection technologies – specifically, 

those produced between January 2021 and August 2022. 

 A comprehensive analysis and discussion of new deepfake detection techniques. This study details the most 

recent techniques and provides performance metrics for them. 

 Discussion of the challenges faced in deepfake detection techniques. 

 Gives highlights of what the future of deepfake detection will look like based on the most recent 

advancement in the domain. 
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III. METHODOLOGY 

1. Data Collection 

 Dataset Creation: Collect a large dataset of images or videos of the target subject. Quality and quantity are 

crucial, as deepfakes perform better with high- resolution, diverse angles, and expressions. 

2. Face Detection and Alignment 

 Face Detection: Use algorithms like MTCNN or OpenCV's face detector to detect faces in images. 

 Alignment: Align faces to standardize the input for the model, usually through facial landmarks that ensure 

consistency in orientation and position. 

3. Model Training 

 Autoencoders: Two autoencoders (for source and target faces) are trained to map facial features to a 

compressed latent space. They then swap the decoder parts to reconstruct the faces, mimicking the target's 

appearance with the source's expressions. 

 GANs: More advanced deepfakes often use GANs, where two networks compete: 

o Generator: Creates fake images or videos that look like the target. 

o Discriminator: Tries to distinguish between real and fake content, forcing the generator to improve. 

 Training: These networks are trained iteratively on high-performance hardware, fine-tuning to enhance 

realism. 

4. Face Swapping and Blending 

 Face Swap: The output is overlaid onto the target’s face in the original video. 

 Blending: To enhance realism, blending techniques like Poisson blending help integrate the fake face with 

the background seamlessly. 

5. Post-Processing 

 Image Refinement: Add effects like noise reduction, colour correction, and motion blur to match the lighting 

and movement of the target footage. 

 Audio Sync: Synchronize the lip movements with audio if the deepfake involves speech. 

6. Testing and Evaluation 

 Assess the deepfake by analysing how realistic and convincing it appears. Adjustments may be made in GAN 

training or post-processing for better results. 

Deepfakes can be harmful, but creating a deepfake that is hard to detect is not easy. Creating a deepfake today 

requires the use of a graphics processing unit (GPU). To create a persuasive deepfake, a gaming-type GPU, 

costing a few thousand dollars, can be sufficient. Software for creating deepfakes is free, open source, and 

easily downloaded. However, the significant graphics-editing and audio-dubbing skills needed to create a 

believable deepfake are not common. Moreover, the work needed to create such a deepfake requires a time 

investment of several weeks to months to train the model and fix imperfections. 

The two most widely used open-source software frameworks for creating deep fakes today  are Deep Face Lab 

and FaceSwap. They are public and open source and are supported by large and committed online communities 

with thousands of users, many of whom actively participate in the evolution and improvement of the software 

and models. This ongoing development will enable deepfakes to become progressively easier to make for less 

sophisticated users, with greater fidelity and greater potential to create believable fake media. 

As shown in Figure, creating a deepfake is a five-step process. The computer hardware required for each step is 

noted. 

1. Gathering of source and destination video (CPU)—A minimum of several minutes of 4K source and 

destination footage are required. The videos should demonstrate similar ranges of facial expressions, eye 

movements, and head turns. One final important point is that the identities of source and destination 

should already look similar. They should have similar head and face shape and size, similar head and facial 

hair, skin tone, and the same gender. If not, the swapping process will show these differences as visual 

artifacts, and even significant post-processing may not be able to remove these artifacts. 

http://www.irjmets.com/
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2. Extraction (CPU/GPU)—In this step, each video is broken down into frames. Within each frame, the face is 

identified (usually using a DNN model), and approximately 30 facial landmarks are identified to serve as 

anchor points for the model to learn the location of facial features. An example image from the FaceSwap 

framework 

3. Training (GPU): Aligned face sets A and B are input into an encoder-decoder network, where both face sets 

pass through the same encoder to produce lower-dimensional latent representations. Each representation is 

then fed through dedicated decoders for A and B, which attempt to recreate the faces. By comparing the 

generated and original faces, the loss function is computed, and weights are updated. This cycle continues 

until the faces reach the desired quality or the loss no longer decreases. Low- quality input faces may limit 

how convincingly realistic the results can be. 

4. Conversion (CPU/GPU): In this step, faces are swapped without further training. Face A’s latent 

representation is fed through the decoder for face B to produce a face B swapped with A’s identity. This step 

produces frames that must then be assembled into a video by separate software. 

5. Post-processing (CPU): Final adjustments require skill and additional software. Minor artifacts can be 

managed within deepfake software, though achieving photorealism often requires external post-production 

tools like DaVinci Resolve for color correction, Mocha for motion tracking, and Adobe After Effects for 

compositing. Shadows, highlights, and background corrections are added for a seamless result, sometimes 

requiring Photoshop for pixel restoration. 

 

IV. RESULT AND DISCUSSION 

Results of Deepfake Technology 

1. Entertainment and Media: Deepfakes are used in entertainment for dubbing movies in different languages, 

recreating performances of deceased actors, and producing realistic special effects at lower costs. 

2. Personalized Marketing and Advertising: Some brands use deepfakes to create personalized 

advertisements, placing people’s faces into custom videos to enhance engagement. 

3. Education and Training Simulations: In sectors like medicine and law, deepfakes enable realistic 

simulations that help professionals train for real-life scenarios by interacting with digital personas that 

react and behave like actual humans. 

4. Research and Accessibility: Researchers use deepfakes to develop assistive technology for individuals with 

disabilities, such as creating synthetic voices for those who have lost their voice. 

Potential Issues and Concerns 

1. Misinformation and Fake News: Deepfakes can be used to spread disinformation, where fabricated videos 

can mislead the public or cause unrest by portraying politicians, celebrities, or other public figures in 

fabricated situations. 

2. Privacy Violations and Identity Theft: Individuals’ likenesses can be misused in unauthorized deepfake 

videos, leading to identity theft or reputational harm, with some cases resulting in extortion or blackmail. 
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3. Legal and Ethical Issues: Deepfakes raise questions about digital rights, consent, and intellectual property. 

Legislators face challenges in defining legal frameworks that cover deepfake creation, sharing, and usage. 

4. Threats to Security and Trust: Deepfakes can undermine trust in video and audio evidence, affecting 

sectors that rely on trust in multimedia, like journalism and law enforcement. 

5. Challenges in Detection: The rapid development of deepfake technology poses difficulties for detection 

methods, as the synthetic media becomes increasingly realistic and harder to distinguish from genuine 

content. 

V. FUTURE SCOPE 

1. Entertainment and Media 

 Film and Animation: Deepfakes could revolutionize CGI and post-production processes, making it easier to 

de-age actors, recreate deceased actors, or adjust performances without reshooting scenes. 

 Video Game Design: AI-generated characters and scenes could bring more realistic and immersive 

experiences to gaming. 

 Personalized Content: Deepfake tech could be used to generate personalized entertainment, like custom 

stories or even putting a user’s likeness in a show or film. 

2. Education and Training 

 Simulations for Training: For medical, law enforcement, and military training, deepfakes can simulate 

realistic scenarios to improve decision-making skills. 

 Virtual Tutors and Presenters: Customized AI-generated presenters and tutors could improve learning 

experiences and allow users to choose the appearance or style of their “virtual teacher.” 

3. Marketing and Virtual Assistants 

 Advertising: Deepfake technology can enable more interactive and engaging ads, with realistic virtual 

brand representatives or even “digital twins” of real-life influencers. 

 Customer Service: Virtual assistants that use deepfake technology may become more lifelike and 

conversational, enhancing user experience and customer support in digital platforms. 

4. Healthcare 

 Therapy and Counseling: Deepfake avatars could represent therapists in virtual counseling, helping 

individuals feel comfortable while receiving therapy at home. 

 Patient Education: Health organizations might use deepfakes to explain complex treatments or conditions 

through realistic, easy-to-understand simulations. 

5. Social Media and Content Creation 

 User-Generated Content: As deepfake tools become more accessible, individuals can create personalized 

content, which could be fun and engaging in positive contexts. 

 Augmented Reality and Virtual Reality: Deepfake tech can make VR and AR avatars and experiences more 

realistic, which is valuable for remote interactions, digital concerts, and virtual meetups. 

Challenges and Risks 

 Misinformation and Manipulation: Deepfakes could be used to create highly realistic misinformation, 

leading to trust issues with digital content and damaging reputations or influencing opinions and elections. 

 Security and Privacy: Deepfake misuse is a concern for personal and national security, as bad actors could 

use it for identity theft, blackmail, and cybercrimes. 

 Ethical and Legal Issues: Deepfakes raise complex ethical questions, particularly around consent, 

intellectual property, and authenticity in digital content. 

VI. CONCLUSION 

In conclusion, deepfake technology presents a dual- edged sword for the future. Its potential to enhance 

entertainment, education, healthcare, and digital interactions is vast, offering new ways to engage, educate, and 

entertain audiences. However, the risks—ranging from misinformation and privacy breaches to ethical and 
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legal concerns—are equally significant. As deepfakes become more accessible, the responsibility falls on 

governments, tech companies, and society to develop safeguards, ethical guidelines, and detection tools to 

mitigate their misuse. With a balanced approach, deepfake technology can be harnessed to drive positive 

change while minimizing the risks it poses to truth and trust in the digital age. 
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