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ABSTRACT 

Machine learning based object detection and classification in digital images usually suffers from accuracy issues 

as the model often gets trained on background pixels and object textures that vary significantly between 

training and classification stages. In such cases the model identifies objects incorrectly and results in higher 

than acceptable false-positive and false-negative rates. In this paper the authors propose a novel stylize-cluster-

classify approach to improve feature extraction and classification accuracy during object detection in images. 

The approach has been tested with a custom "Blind Objects" image dataset that consists of everyday objects 

encountered by people. This research has applications not just for visually impaired persons to identify objects 

accurately but also in related domains such as medical image prediction and novel body detection in astronomy 

images. In this approach the authors propose two additional stages in the machine learning workflow: (1) 

stylization and (2) clustering. Stylization transfers specific rendering styles to the dataset images in order to 

reduce histogram spread and pixel noise, in addition to improved detection of image features. The clustering 

stage improves classification accuracy by introducing an additional dimension of cluster identifier to the image 

feature vector. This additional dimension has a small negative effect on algorithm performance but results in a 

large improvement in accuracy. 

Keywords: Machine Learning, Multi-Dimensional Classification, Stylizing, Clustering, Kmeans, Kmedians.  

I. INTRODUCTION 

In a world of technologies that are data-driven, we often encounter constraints imposed by the specific 

requirements of machine learning algorithms. These algorithms demand a certain quantity of data to yield 

accurate predictions. It's observed that supervised classifiers tend to offer precise predictions when dealing 

with smaller datasets, as they can accommodate simpler models. While this suffices for a substantial number of 

datasets, the expanding role of Machine Learning in diverse sectors such as healthcare and travel has brought 

to light the prevalence of more challenging scenarios. In these cases, data collection is arduous and resource-

intensive. For instance, gathering health data related to conditions like Cancer or Down’s Syndrome is an 

intricate task. Similarly, predicting the behaviours of autonomous vehicles under certain road-conditions faces 

a lack of historical data, and similarly for acquiring images for object detection and computer vision tasks. 

The challenge intensifies in such classification tasks due to the multidimensional nature of the data. In these 

scenarios, each instance is characterized by multiple class variables, and these variables may have direct or 

indirect connections with the associated label. Let's denote 𝑑 as the number of class variables associated with 

each instance. To illustrate, when dealing with images, every pixel is considered a distinct class variable. For 

instance, in the case of a 16 × 16 pixel image, 𝑑 equals 256. Similarly, in the domain of sport analytics, there are 

numerous parameters like statistics, pitch records, player speed, outfield conditions, injuries, and more, which 

contribute to a significantly large 𝑑. Likewise, tasks related to road performance in autonomous vehicles 

involve multiple criteria, and healthcare datasets comprise sensor readings, CT and MRI scans, among others, 

resulting in complex, multi-dimensional datasets. When such datasets necessitate a classification algorithm, 

they give rise to what is known as a multi-dimensional classification problem, referred to as Image MDC in this 

paper. 

The authors introduce a novel framework with two additional steps in the machine learning workflow – 

Stylizing and Clustering. The additional steps introduce computational overhead, however the benefits in terms 
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of improvements in accuracy far outweigh the cons. In the context of object detection within images, most state-

of-the-art algorithms suffer from poor accuracy due to reliance on object textures rather than object shapes. 

The ‘Stylize-Cluster-Classify’ approach introduced in this paper, hypothesizes that images, when transformed 

into their stylized forms and processed through clustering algorithms before they are classified, are 

significantly more accurate to identify features from, in terms of object-detection. The authors evaluated 

multiple stylizing techniques in order to identify the one best suited for this purpose. Stylization reduces the 

pixel distribution complexities in images, making them more suitable for feature extraction. It also reduces the 

overall dimensionality of the feature vector, thereby improving performance.  

This research paper focuses on tackling Image MDC (Multi-Dimensional Classification) problems that typically 

involve datasets with a relatively limited number of instances. This approach is applicable when dealing with 

datasets characterized by 𝑑 features, and it allows for the condensation of these features into a reduced set of 𝑖 

(cluster ID) values. This reduction occurs when there is a set 𝑐 = {𝑐1, 𝑐2, … 𝑐𝑖} where 𝑖 ≥ 2, and 𝑐 represents the 

centroids obtained through the clustering process. 

The cluster is added as another dimension in the feature vector before the classification stage. This has minimal 

effect on the computational efficiency, but drastically improves accuracy. 

In this study, various combinations of three stylization methods and four classification algorithms were tested, 

and their performance was assessed by calculating the average accuracy after a 6-fold cross-validation. These 

outcomes were then contrasted with the results obtained by applying classification directly to the Image MDC 

datasets, without involving any clustering or stylization, and using the raw data as input to the classifier.  

When considering the Blind Objects dataset, it was observed that in the case of three out of four algorithms the 

approach of stylization combined with clustering yielded superior accuracies and exhibited lower standard 

deviations. Notably, the most impressive accuracy was achieved with the combination of Photocopy Stylized 

and the Decision Tree algorithm, boasting an average accuracy of 𝜇 = 85.55% and a standard deviation of 𝜎 = 

2.43. 

II. LITERATURE REVIEW 

In the existing body of research, various strategies have been proposed to address MDC (Multi-Document 

Classification) problems. Read et al. have explored the utilization of Bayesian networks as an alternative to 

traditional classifiers for clustering MDC datasets. Their approach involves employing chained classifiers that 

capture the relationships between each feature and the data instances, including the inter-feature correlations. 

[17]  This method aims to address overfitting and underfitting issues through algorithmic adjustments, without 

altering the fundamental nature of the data. 

X. Huang et. Al have presented a highly effective method, that enables real-time arbitrary style transfer. It 

introduces an adaptive instance normalization (AdaIN) layer that aligns the mean and variance of content 

features with those of style features. The method also allows users to have fine-grained control over various 

aspects, including content-style balance, style blending, and color and spatial adjustments.[24] 

Hae-Gon Jeon et al. have presented a convolutional neural network that is being used in scenarios of ‘extremely 

changing conditions’ for visual localization. In this CNN-based approach, they have simulated a disaster 

environment for the changing conditions. Using various disaster scenes, they have evaluated the effectiveness 

of their algorithm. They have used stylizing as their technique to boost shape representations in their 

algorithm. Using ‘dominant plane information’ they are able to predict CNN-based visual localizations in 6-DoF 

camera poses. This method is resulting in more reliable camera pose predictions in the changing conditions. [21] 

In a related research domain, Haider et al. have introduced the penalty method, which transforms the challenge 

of deep learning classification from a problem with constraints into one without constraints. They achieve this 

by incorporating penalties in the cost function for constraint violations, effectively mitigating the issue of 

underfitting. This method aims to modify algorithms to tackle overfitting and underfitting while leaving the 

underlying data structure unchanged. [6] 

Mitelpunkt et al. have implemented a strategy called 'categorize, cluster, classify' in the context of medical 

applications. They have demonstrated success in a framework where data is initially categorized and then the 

centroids of these categories are classified. However, their algorithm is primarily employed to cluster patient 
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subtypes based on variations in disease onset and the involvement of different genetic markers in symptom 

manifestation  [14]  .In contrast, our framework takes data that has clear physical interpretations and removes 

these physical definitions through clustering. This unique approach grants the model the flexibility to establish 

connections that may not be readily comprehensible to the user, essentially creating a 'black box' that 

generates labels for data points. 

Another interesting paper and study was carried about by Ying et al. They outline a data expansion technique to 

combat overfitting by enhancing the relationships between features and diminishing the influence of outliers. [8] 

Additionally, Jia et al. introduce feature manipulation, a direct modification of the dataset that involves 

identifying correlations between features and incorporating them as additional features. This is done to 

enhance the differentiation between labels assigned to data instances [1] While these strategies have exhibited 

success across various datasets, it's important to note that extensive data expansion, especially in the case of 

smaller datasets, can compromise data quality. Feature augmentation introduces computationally demanding 

processes that lack built-in safeguards against overfitting and underfitting. Additionally, the introduction of 

more parameters can easily lead to these errors, resulting in a more complex MDC dataset that is challenging to 

classify. 

III. MATERIALS AND METHODS 

3.1. Data Description:  

To validate the results obtained through the 'Stylize-Cluster-Classify' approach, the researchers utilized a 

specially created 'Blind Objects' dataset. This dataset comprises images of common objects that are typically 

used by blind individuals. It consists of 25 different labels, and each label was trained with roughly 100 images. 

The images were personally captured by the authors, encompassing a range of lighting and environmental 

conditions. 

3.2. Experiment Design:  

The proposed experiment aims to prove the validity of the ‘Stylize-Cluster-Classify’ approach on image MDC 

datasets. The average accuracy and standard deviation after 6-fold cross validation for various clustering and 

classification combinations, along with direct classification without clustering, are compared. Confusion matrix 

analysis is employed to better make sense of the approach used. 

3.3. Experiment Methods:  

The following layout is used for conducting the experiments: At the beginning of each experiment, the test 

subject (blind person) stands in front of the table. The test subject then follows instructions from the 

experiment to reach out, identify and pick up objects from the table.  

 

Fig. 1 The experiment methodology carried out 

3.4. Experiment Vs. Control  

In the experiment, the test subject (blind person) performs the experiment wearing the experimental device 

Lakshya [22] on their hand. In the control, the test subject performs the experiment without wearing the device.  
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3.5. Algorithm Design:  

 

Fig. 2 The architecture of the ‘Stylize-Cluster-Classify’ approach 

The Figure 2 concisely describes the ‘Stylize-Cluster-Classify’ approach, in five major stages. Feature selection 

is included in this diagram and has been performed to increase accuracy. The major stages of the algorithm are 

Pre-processing (Stylizing and Feature extraction), Dimensionality Reduction (Clustering), and Classifying.  

3.6.1. Stylizing Stage:  

Stylizing as an image pre-processing step is extremely useful in simplifying images by reducing noise and other 

distracting features from an image, which don’t contribute as relevant features at the extraction stage. The 

authors, later, used saliency maps to further ensure that background details don’t contribute to the relevant 

features necessary for classification. 

Using Microsoft Office tools the images have been manually stylized, for the sake of research and 

experimentation, to test the accuracy of stylization techniques. Below, are some examples of images from the 

‘Blind Objects’ dataset, along with their stylized versions: 

 

Fig. 3 Various Stylization techniques employed on an array of objects from the ‘Blind Objects’ Dataset 
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3.6.2. Feature Extraction Stage:  

The authors selected features based on the following criteria, in order to ensure that the model provides the 

most accurate predictions with a wide array of objects: 

1. Independence (a change in one feature should not change the value of another feature significantly) 

2. Discriminatory (each feature should have a significantly different value for each different object) 

3. Reliability (feature should have the same value for all objects in the same class/group) 

Features such as Area and Perimeter are rejected because they are dependent on the camera zoom, having low 

discriminatory value. Some of the significant features that have been selected for use are: 

1. Average Colour (Mean pixel value of channels) 

2. Rectangularity  

3. Circularity  

4. Aspect Ratio 

5. Edge Features (Edge detection on grayscale image) 

6. Histogram of Oriented Gradients (localized HOG) 

7. SIFT (Scale-Invariant Feature Transform) 

Saliency maps were then used to make sure that background details aren’t being used as primary features for 

classification.  

3.6.3. Scaling Stage:  

Classifying data doesn't demand the uniformity of units, but for clustering algorithms, the numerical values of 

features are significant. This necessitates the standardization of the data to ensure that no feature is 

inadvertently given undue weight due to varying units. Standardization levels the playing field, ensuring that all 

features are on an equal footing, and it allows the clustering algorithm to allocate weights based on the relative 

correlations between the features and labels. 

To achieve this, non-numeric data is transformed into numeric format, and numeric data is scaled using z-

scores, independently for each feature (column-wise). This process can be executed using the provided 

function. 

𝑧 =
   

 
   (1) 

In this context, 𝑥 ∈ 𝑋, where 𝑋 represents the data series, and each 𝑥 denotes a value within that series. 𝜇 

represents the mean of 𝑋, 𝜎 is the standard deviation of 𝑋, and 𝑧 stands for the z-score for a particular feature 𝑥 

within the instance X. Let’s take it one step further. Suppose there are 𝑖 instances, then we have a set 𝑧 = {𝑧1, 𝑧2 

… 𝑧𝑖}. This set 𝑧 contains the standardized values for the first feature, as standardization is performed column-

wise. If there are 𝑁 features in the dataset, this standardization process is repeated 𝑁 times. 

This standardization procedure scales all values that are one standard deviation away from the mean to a range 

of [-1, 1], which results in more extreme values being assigned higher or lower values. After standardizing the 

datasets, only the features from all instances are extracted and assembled into a data frame referred to as 𝑋°, 

while the labels of the instances are extracted into a series 𝑦. It's important to note that the labels are not 

subjected to standardization or any additional processing. Consequently, DS standardized is organized as an 𝑁 

× 𝑖 matrix and can now be employed for the clustering stage, while 𝑦 is set aside for later use. 

3.6.4. Clustering Stage:  

The standardized dataset, DS standardized, is now employed in clustering algorithms with the aim of reducing 

dimensionality while retaining the correlations between features and labels. This stage allows for the utilization 

of various clustering algorithms, although this study places emphasis on centroid-based clustering algorithms 

due to their ability to produce a set of features for subsequent analysis. Specifically, KMeans and KMedians 

were chosen for comparison and implemented in Python. 

KMeans, an unsupervised learning algorithm, partitions an N×1 matrix into 𝑘 centroids. Its primary objective is 

to enhance the separation between clusters and the similarity of data points within clusters. This is achieved by 

minimizing the L2 norm distance and forming k distinct sets, each centred around a centroid. The distance 
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metric used in KMeans is the Euclidean Distance, which computes the squared distance between each data 

point and the assigned centroid. Initially, the algorithm randomly assigns centroids, and then it reassigns data 

points to the nearest centroid. For each element 𝑟𝑖 ∈ 𝑟𝑘, where 𝑟𝑘 represents all points belonging to a cluster, 𝑟i 

may be reassigned if it minimizes the objective function. [8, 11] 

(2) 

The calculation for the new centroids is done by: 

(3) 

KMedians is another unsupervised learning algorithm capable of partitioning an N×1 matrix into 𝑘 centroids. 

Its main goal is to minimize the L1 norm distance between each data point and its respective centroid by 

forming k distinct sets, where the median of each set, denoted as 𝑐𝑘, serves as the centroid. In KMedians, the 

distance metric used is the Manhattan distance, which is calculated as the sum of the vertical and horizontal 

distances between two points. Similar to KMeans, the KMedians algorithm initiates with the arbitrary 

assignment of centroids, followed by the allocation of data points to their nearest centroid. In this process, for 

each element 𝑟𝑖 ∈ 𝑟𝑘, where 𝑟𝑘 encompasses all points belonging to a specific cluster, 𝑟𝑖 is repositioned if it 

minimizes the objective function. [12, 13] 

(4) 

The calculation for the new centroids is done by: 

(5) 

Both algorithms converge when no elements are reassigned, which implies that 𝑟𝑘 remains constant for all 

centroids 𝑐 = {𝑐1, .. 𝑐𝑘}. These algorithms are applied individually to each instance within the dataset. For every 

row 𝑥 ∈ DS standardized, these algorithms operate on the series of N features in 𝑥, ultimately reducing them to 

𝑘 centroids. Consequently, DS standardized is transformed into a 𝑘 × 𝑖 dataset, where 'i' represents the number 

of instances.  

The optimal value of 𝑘 is determined using the Elbow method. This involves plotting the distortion against 

various values of 𝑘, typically ranging from 1 to 50. The point on the graph where a distinct 'Elbow' is observed 

is considered the ideal cluster value. Selecting the right value for 𝑘 is crucial to maintain low distortion between 

the actual features and the centroids. An incorrect value of 𝑘 can lead to data loss or the inclusion of noisy, 

unnecessary data, which can adversely affect the model's performance. 

 

Fig. 4 Elbow curve for the optimal k = 9 of the Blind Objects Dataset 

Yaswanth Kumar Alapati et al. have followed the reduction of dataset dimensionality, the next step is to employ 

clustering algorithms on the reduced dataset. Subsequently, the cluster identifier is incorporated into the 

dataset. [23] 

3.7. Classification Phase:  

After standardizing, stylizing, clustering, and organizing the data, we can employ classification algorithms to 

assign labels relevant to our specific problem. We divide the dataset 𝑋𝑠 into two subsets: X_training, which 
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contains 70% of the data for training, and X_testing, which includes 30% of the data for testing. The 

corresponding labels, denoted as 𝑦, are also split into Y_training and Y_testing in the same 70-30 proportion. To 

develop and evaluate our classification models, we utilize the training data (X_training and Y_training) and 

implement the selected four classification algorithms using SciKit Learn modules.  

Decision Tree: The decision tree algorithm is hierarchical in nature, and it divides a dataset into sub-datasets 

(nodes) based on rules derived from the characteristics of the data points. This process repeats iteratively until 

a "leaf" is reached, representing a sub-dataset that can be assigned to a specific label. All data points are then 

categorized into these labels, which are subsequently provided as predictions. [9, 15] 

K Nearest Neighbours: The K Nearest Neighbours algorithm involves comparing test instances with all training 

instances and selecting the closest data point based on their feature values. The label of this nearest neighbour 

is then assigned to the test instance, serving as the predicted label. [9] 

Naïve Bayes: The Naïve Bayes algorithm is rooted in Bayes' theorem of probability. It assumes strong 

independence among all variables and calculates the likelihood of a relationship existing between them. Using 

this information, it categorizes data instances into labels, generating predictions. [9, 12] 

Support Vector Machine (SVM): The Support Vector Machine is designed to create a hyperplane in the decision 

plane, enabling it to separate data instances into their respective labels based on their features. This separation 

is achieved using a technique called Structural Risk Minimization (SRM), ultimately providing a predicted label. 
[9, 7] 

Each of the classification algorithms underwent a six-fold cross-validation process. This means that each model 

was executed six times, each time with distinct allocations for training and testing sets. After obtaining 

predictions for the dataset 𝑋_testing from the classifier, these predictions were compared to the actual labels 

stored in Y_testing. The utilization of 6-fold cross-validation ensures the attainment of statistically significant 

results, and it's worth noting that p-values were not employed, as Dietterich et al. pointed out that t-tests are 

not suitable when combined with k-cross validation. [5]  

3.8. Criteria of Evaluation:  

Every classification gives us a confusion matrix. These generally include false negatives (FN), false positives 

(FP), true negatives (TN), and true positives (TP).  

Table 1. The accuracies and standard deviations of the 20 combinations on the 'Blind Objects' dataset. The cells 

highlighted in green are the highest scoring models within each category. 

Right - Classification 

Algorithms 

Down - Stylizing 

Methods 

Metric 
Decision 

Tree 

K Nearest 

Neighbours 
Naïve Bayes 

Support 

Vector 

Machines 

Pencil Sketch 

Stylized 

Accuracy 

Standard 

Deviatio

n 

81.37% 71.59% 77.71% 72.41% 

7.56% 2.82% 3.32% 0.12% 

Photocopy Stylized 

Accuracy 

Standard 

Deviatio

n 

85.55% 63.21% 73.45% 72.54% 

2.43% 0.40% 0.52% 0.11% 

Non-Stylized 

Accuracy 

Standard 

Deviatio

n 

61.42% 63.42% 63.33% 67.11% 

4.60% 5.43% 5.62% 5.23% 

Glowing-Edges Accuracy 72.69% 68.29% 81.27% 77.81% 
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Stylized Standard 

Deviatio

n 

1.74% 0.91% 0.40% 0.71% 

Average of 

Photocopy and 

Glowing-Edges 

Accuracy 

Standard 

Deviatio

n 

79.12% 65.75% 77.36% 75.18% 

2.10% 0.65% 0.46% 0.41% 

The evaluation metrics for each combination were assessed by executing the algorithms. Initially, after the 

completion of cross-validation, all 20 combinations were averaged. Then, various algorithms were applied to 

both datasets, and their accuracy evaluation metrics were computed. The best-performing combinations were 

identified, and standard deviations were recorded from five runs. 

IV. RESULTS AND DISCUSSION 

The table illustrates that the Stylize-Cluster-Classify approach consistently exhibits superior accuracy and 

lower standard deviations across most combinations for both datasets. In the case of the Blind Objects dataset, 

the highest accuracy was achieved by the combination of Photocopy Stylized and Decision Tree algorithms, 

with an average accuracy(𝜇) of 85.55% and a standard deviation(𝜎) of 2.43%. Notably, Decision Tree emerged 

as the most successful algorithm with an average accuracy of 75.26% and a standard deviation of 4.16. 

Moreover, stylizing an image almost always proved to improve accuracies as compared to non-stylized images 

from the table. 

From each dataset, the top three models with the highest scores were selected for further analysis, involving 

the utilization of the five predefined evaluation metrics. These evaluation metrics were averaged over the six 

runs of k-fold cross-validation before final calculations. In this context, a higher value for Accuracy, Precision, 

Sensitivity, Specificity, and a lower False Positive Rate are indicative of a superior model. 

Table 2. The results of the three highest scoring combinations on 5 evaluation metrics, for the 'Blind Objects' 

dataset. 

Model 

Performance 

Naïve Bayes: 

Glowing-Edges Stylized 

Decision 

Tree: 

Photocopy Stylized 

Decision Tree: 

Pencil Sketch 

Stylized 

AVG AVG AVG 

Accuracy (%) 81.27% 85.55% 81.37% 

Precision (%) 87.59% 90.19% 85.43% 

Sensitivity (%) 88.13% 90.96% 87.44% 

Specificity (%) 63.02% 64.59% 68.31% 

FPR (%) 49.10% 43.83% 38.60% 

The choice of the best classification algorithm appears to depend on the specific dataset, but overall, the 

'Stylize-Cluster-Classify' approach leads to enhanced accuracy. Specifically, there was an impressive 13.79% 

improvement averaged in accuracy observed on the 'Blind Objects' dataset. 

The remarkable efficacy of the 'Stylize-Cluster-Classify' approach, as opposed to direct classification, can be 

attributed to the existence of inter-feature relationships within the datasets under consideration. The 

fundamental premise behind multiple features is rooted in the recognition that all features contribute to the 

label, and assuming that these features are mutually exclusive or do not interact is a misconception. 

The significance of inter-feature relationships is exemplified across diverse datasets, and this methodology 

holds potential for validation across a range of other datasets. Typically, in any multidimensional classification 

dataset, features exhibit relationships with one another, making this approach particularly valuable. However, 

it's essential to note that the 'Stylize-Cluster-Classify' approach is not suitable for datasets with an extremely 



                                                                                                         e-ISSN: 2582-5208 
International  Research Journal  of Modernization in  Engineering Technology  and  Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:05/Issue:10/October-2023           Impact Factor- 7.868                                      www.irjmets.com      

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

 [2021] 

small number of features, as clusters may have very few points associated with them, rendering advanced 

analysis unfeasible.  

Furthermore, the same 'Blind Objects' dataset was subjected to classification using Decision Trees, Naïve Bayes, 

and SVM, resulting in accuracies of 63.33%, 63.42%, and 67.11%, respectively. In contrast, the 'Stylize-Cluster-

Classify' approach achieved accuracies as high as 85.55%. Thus, the 'Stylize-Cluster-Classify' approach 

enhances accuracy by mitigating overfitting, as demonstrated by the comparison with non-stylized images. 

Future research should explore larger datasets, investigate applications in various industries, and incorporate 

more intricate algorithmic nuances to enhance the efficiency of algorithms and refine the methodology. 

Exploring a wider array of classification and clustering combinations, potentially adapting these algorithms to 

leverage the 'Stylize-Cluster-Classify' method, could yield intriguing theories and potentially lead to the 

development of novel algorithms for addressing machine learning challenges using two-part models. 

Furthermore, the integration of neural networks within this approach for clustering holds promise. 

Another avenue for exploration involves developing tests to identify intra-feature relationships, allowing for a 

more precise determination of when the 'Stylize-Cluster-Classify' approach proves advantageous. It's worth 

noting that one major limitation of this study lies in its reliance on a relatively small number of datasets for 

validation. Consequently, conducting further applications and testing across a broader range of datasets would 

be invaluable for generalizing the results. 

V. CONCLUSION 

The ‘Stylize-Cluster-Classify’ method has not been substantially investigated as an approach to improve efficacy 

of object detection and classification problems before, and thus exists as an independent body of work within 

this space. In this paper, we substantiated the state-of-the-art workflow of classification with the introduction 

of additional Stylization and Clustering stages. The successful results obtained by 𝑘-fold cross-validation 

demonstrate a lot of promise in this approach for not just object detection but also in related domains such as 

medical image prediction and novel body detection in astronomy. It has been consistently observed that 

stylizing images results in an increase in efficacy. The hypothesis of the approach that improved efficacy could 

be obtained by introducing stylizing and clustering stages is thus verified. The situations where ‘Stylize-Cluster-

Classify’ is applicable as well as the reason for the increase in accuracy levels are also discussed. The authors 

believe that this approach needs further research that could help create a stronger basis for scaling this 

procedure to additional real-world applications, and demonstrate tangible, positive results.  
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