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ABSTRACT 

Accurate precipitation forecasting is of paramount importance in various fields, including agriculture, 

hydrology, environmental engineering and disaster management. This study investigates the suitability and 

performance of different regression models in predicting precipitation based on meteorological variables. 

Seven meteorological factors, including mean PBLH (Planetary Boundary Layer Height), wind speed, humidity, 

evapo-transpiration,, NDVI (Normalized Difference Vegetation Index), surface radiation and temperature, are 

considered as potential predictors of rainfall in this study. 

The objective is to identify the most effective regression model for quantifying the dependency of precipitation 

on these meteorological parameters. To achieve this, a comprehensive comparative analysis of regression 

models available in the PyCaret framework is conducted. Models such as Linear Regression, Lasso Regression, 

Random Forest Regression, K-Neighbors Regression and XGradient Boosting Regression, among others, are 

evaluated and compared. The best model is chosen based on certain parameters. The assessment includes 

metrics such as Mean Absolute Error (MAE), Mean Squared Error (MSE), R-squared (R2) and Root Mean 

Squared Error (RMSE) to measure predictive accuracy. Additionally, residual analysis, learning curves, and 

error plots are employed to gain insights into model behaviour. 

Results from this study offer valuable guidance for selecting the most appropriate regression model for 

precipitation forecasting in different scenarios. Understanding the strengths and weaknesses of various models 

can lead to improved accuracy in predicting this critical meteorological variable, ultimately benefiting 

applications ranging from agriculture to disaster preparedness. 

Keywords: Precipitation Forecasting; Regression Models; Meteorological Variables; PyCaret; Residual Analysis. 

I. INTRODUCTION 
Precipitation forecasting is an important part of meteorological research and has far-reaching implications in 

various areas, including agriculture, urban planning, management of water resources, and disaster readiness. 

Accurate prediction of precipitation events, their intensity, and timing is essential for informed decision-

making and risk mitigation in these areas. In the context of India, where monsoonal rains significantly impact 

daily life and regional economies, precise precipitation forecasting is of paramount importance. 

The northern Indian city of Lucknow, the capital of the state of Uttar Pradesh, is one such place affected by the 

heavy rains. Famous for its historical and cultural heritage, Lucknow enjoys a semi-arid climate characterized 

by distinct rainy and dry seasons. The rainy season, which usually starts in June and lasts until September, plays 

an important role in the city’s climate. Adequate rainfall is essential for agricultural production [1] and water 

recharge [2, 3], while excessive or unseasonal rainfall can cause flooding and related complications [4]. So we 

decided to focus our study on Lucknow. 

In recent years, advances in meteorological data collection and computational capabilities have opened up new 

avenues for improving precipitation forecasting. Traditional statistical methods have been complemented and, 

in some cases, replaced by machine learning and data-driven regression models, offering the potential for 

greater accuracy and reliability [5, 6, 7, 8]. 
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A study carried out by Chaudhari and Choudhari [9] suggests that temperature, cyclone, and wind are some 

vital components of the atmosphere over the Indian landmass that effect rainfall. But the study didn’t measure 

the correlations between the features to determine the effect of the independent characteristics on the rainfall. 

Another paper by Thirumalai et al. [10] describes solar radiation, water vapour in air and some other diurnal 

features as important factors required for rainfall. In another study by Ganasekran et al. [11], temperature, 

wind speed, relative humidity, etc. are identified as bringers of precipitation. These parameters are common in 

another study conducted in Kerala as well [12]. 

This study focuses on Lucknow as an example of a region with a distinct monsoonal climate, making it an ideal 

candidate for investigating the effectiveness of various regression models in predicting precipitation. Assessing 

a big dataset of meteorological variables, including Planetary Boundary Layer Height (PBLH), wind speed, 

humidity, evapo-transpiration, and others, we aim to determine which regression model(s) predict the most 

precise and reliable relationship of precipitation with other variables in this context. With the increase in 

availability of data and computing prowess recently, machine learning has become an important part of the 

upcoming generation of rainfall forecasting models. Modern machine learning methods provide a means to 

learn temporal dynamics in a purely data-driven manner [13]. 

By conducting a comparative analysis of regression models, which have worked well in predicting rainfall in a 

study in Senegal [14] using the PyCaret framework, we seek to contribute valuable insights into the selection of 

appropriate models for precipitation forecasting. The findings of this study are expected to enhance our 

understanding of the relationship between meteorological variables and precipitation in Lucknow and have 

broader applications in monsoonal regions across India. 

Through a rigorous evaluation of model performance, we aim to assist meteorologists, researchers, and 

policymakers in making more informed decisions related to precipitation forecasting and its impact on various 

sectors in Lucknow and beyond. 

II. MATERIALS AND METHODOLOGY 
2.1 Study area 

 

Fig. 1 Study area (Lucknow) 
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We chose Lucknow, the capital city of the second largest state of India, Uttar Pradesh, as the site for this study. 

The city is located between latitudes 26⁰ 44' 08" and 26⁰ 57' 57" north and longitudes 80⁰ 49' 50" and 81⁰ 03' 

14" east. Lucknow is also the most populated city of the state, with the population being around 28 lakhs when 

the last census was conducted in 2011. Surrounded on the east side by Barabanki, on the west side by Unnao, 

on the south corner by Rae-bareli and in the north side by Sitapur and Hardoi, Lucknow is situated on the 

north-western shore of the Gomti River. Infact the Gomti river passes through the middle of the city. 

Lucknow is located at an average height of about 123 metres from the Mean Sea Level. Being far from the sea 

and located in a landlocked state, Lucknow has a continental type of climate. The rainy season in Lucknow lasts 

for about four months, with the monsoon clouds reaching Lucknow around 20th of June each year and staying 

until the end of September. There is sparse rain in summers and winters but that is mainly due to cyclonic 

effects (from Arabian Sea or Bay of Bengal) or due to prevalence of western disturbances, respectively. 

2.2 Data Collection 

The data for this study was collected from Goddard Earth Sciences Data and Information Services Center, or 

GES DISC, Interactive Online Visualization and Analysis Infrastructure, which is an acronym for GIOVANNI. It is 

an online tool developed by NASA wherein we can find satellite data for various atmospheric variables like 

precipitation, surface radiation, humidity, transpiration, Aerosols, etc. GIOVANNI provides free access to data 

and thus is helpful to researchers and students of climatic science around the world. 

The precipitation data used in this study was provided by Tropical Rainfall Measuring Mission, or TRMM. It was 

a research satellite launched by JAXA, the Japanese space agency in collaboration with NASA. It gives both daily 

and monthly average precipitation values and we have taken the monthly average precipitation values in this 

study. 

The other parameters used in this study to identify their relationship with precipitation are mean PBLH 

(Planetary Boundary Layer Height), wind speed, humidity, evapo-transpiration,, NDVI (Normalized Difference 

Vegetation Index), surface radiation and temperature.  

The PBLH data is provided by Atmospheric Infrared Sounder, which is a hyperspectral infrared sounder on the 

NASA’s Aqua and Merra satellites. The Aqua satellite contains, among other instruments, Moderate Resolution 

Imaging Spectroradiometer (MODIS), which is responsible for providing a range of datasets including surface 

temperatures, reflectance, precipitation, evapo-transpiration and NDVI. It is used in this study to provide data 

for NDVI. The Modern-Era Retrospective analysis for Research and Applications, Version 2 (MERRA-2), or 

Merra 2 satellite is used to provide data for Specific Humidity and PBLH. The Merra 2 satellite enables 

assimilation of modern hyperspectral radiance and microwave observations, along with GPS-Radio Occultation 

datasets. NASA Global Land Data Assimilation System Version 2 (GLDAS-2), is another satellite that is used to 

provide three critical datasets in this study, namely potential evapo-transpiration, surface air pressure and 

instantaneous wind speed. 

2.3 PyCaret 

PyCaret is a Python open source machine learning library designed to make performing standard tasks in a 

machine learning project easy. It is a Python version of the Caret machine learning package in R, and is quite 

famous these days as it permits models to be analysed, contrasted, and adjusted on any given set of data with 

just some lines of python code. 

The PyCaret library provides these aspects, permitting the machine learning coder in Python to check on the 

spot a number of standard machine learning algorithms on a classification or regression dataset with a single 

call of the function. 

PyCaret stands as a remarkable Python library, tailor-made to simplify and expedite the entire machine 

learning journey, including model deployment. It's a tool that takes the complexity out of the process, allowing 

data scientists and analysts to focus on the creative aspects of predictive modeling, rather than getting caught 

in intricate technicalities. 

Fundamentally, PyCaret gives a wide range of functionalities, covering everything from handling data pre-

processing and feature engineering to model selection, hyper-parameter tuning, and model evaluation. What 
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makes it different is its user-friendly design, making it equally accessible to amateurs and professionals in the 

machine learning area. 

PyCaret starts off by automating those routine data pre-processing works like filling in missing data, managing 

outliers, and normalizing features. It even supports advanced techniques such as categorical variable encoding 

and feature selection, ensuring that our data is primed for modelling. 

One standout feature is PyCaret's ability to effortlessly compare and fine-tune multiple machine learning 

models. Just specify your target variable, and PyCaret takes care of the rest, training and evaluating a suite of 

algorithms to provide a comprehensive view of model performance. This simplifies the process of selecting the 

best-performing models for further refinement. 

Hyper-parameter tuning is another area where PyCaret shines. It simplifies the optimization process by 

automating the search for the best combination of hyper-parameters, enhancing model performance without 

the need for extensive manual tuning. 

In addition to its modelling capabilities, PyCaret offers insightful visualizations and reports to aid in model 

interpretation and is thus easily explainable. It provides feature importance plots, confusion matrices, learning 

curves, and more, helping users understand how models arrive at their predictions. 

When the ideal model is identified, PyCaret offers a straightforward path to deploying it in production. Saving, 

loading, and deploying models in various formats becomes easy, making it practical for real-world applications. 

In essence, PyCaret is a versatile and efficient machine learning tool that makes the machine learning pipeline 

accessible to all. It empowers data professionals to create, fine-tune, and deploy sophisticated models with 

minimal hassle, making it an invaluable asset for accelerating the development of predictive analytics solutions, 

both in research and industry contexts. 

Firstly, we checked the data manually for any missing values. It was noticeable that the PBLH data had records 

starting from February 2000. That meant it was missing a single value as all other datasets were starting from 

January 2000. So it was imperative that we fill the values for proper functioning of the code. So we interpolated 

the missing value from the next available twelve month data. Now the dataset was complete. 

The csv file was uploaded into the code with the help of ‘upload’ function. The steps followed were as follows: 

Data Loading: We began by importing the necessary libraries, including pandas for data manipulation and 

matplotlib.pyplot for plotting. We used the pd.read_csv function from the pandas library to load the CSV file. 

After loading the data, we converted the "time" column to a datetime format using pd.to_datetime. This likely 

transformed a date-time string into a datetime object. Next, we filtered the data based on the "year" in the 

"time" column. For this, we created two separate data-frames: 

train_data: This dataframe contains data from years 2000 to 2015.  

test_data: This dataframe contains data from years 2016 to 2019. 

Next, we initiated the PyCaret experiment setup using the setup function. We specified that the target variable 

is "mean_TRMM_3B43_7_precipitation", which is the mean monthly precipitation data. This step prepares the 

data for modelling within the PyCaret framework. It handles data pre-processing, splitting, and other setup 

tasks. Once we had our data set up, we could use PyCaret to compare and select the best-performing regression 

models. This is often done using the compare_models function, which is available within the PyCaret library. In 

our case, since we're studying the dependency of precipitation on several variables, we selected regression 

models like Linear Regression, Extra Trees Regression, Lasso Regression, Random Forest Regression, and more. 

After selecting initial models, you can further improve their performance through hyper-parameter tuning. 

PyCaret provides the ‘tune_model’ function for this purpose. Tuning involves finding the best combination of 

hyper-parameters for each model to enhance their predictive capabilities. Thereafter, we evaluated the tuned 

models to understand how well they performed on our dataset. PyCaret offers various evaluation metrics for 

regression tasks, such as Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), R-squared (R2), and more. 

Finally, visualizations are crucial for gaining insights into our data and model performance. Hence we used 

PyCaret's plot_model function to create various types of visualizations. 
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III. RESULTS AND DISCUSSION 
The various regression models’ performance is illustrated in the table below: 

 

Fig. 2 Model Comparison using PyCaret 

As is evident from the table, K-Neighbors regressor outperformed all the other models in most of the 

parameters except two, in RMSLE and MAPE, in which XGBoost regressor had the best values. But since MSE, 

MAE, R-square (R2) are better predictors of a model’s capabilities, K-Neighbors regressor is the best available 

model for determining relationships between precipitation and other atmospheric variables. 

Thereafter we proceeded to plot the validation curve, residual curve, prediction error curve and learning curve 

for the best model based on R2 values. They are as shown below: 

 

Fig. 3 Validation Curve for K-neighbors regression 
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Fig. 4 Learning Curve for K-neighbors regression 

                    

Fig. 5 Prediction Error Curve for K-neighbors regression 
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Fig. 6 Residuals curve for K-neighbors regression 

To understand the plots, we’d need some context regarding what these plots indicate. So let us elaborate one by 

one. 

A residuals plot is a graphical representation of the differences between the predicted values and the actual 

values (residuals) of the target variable in a regression model. It helps to assess the quality of the model's 

predictions by examining the distribution and patterns of the residuals. In a good model, the residuals should 

be randomly scattered around the horizontal zero line, indicating that the model captures the underlying 

patterns in the data, which is the case in our residuals plot for K-Neighbors regressor. 

The learning curve plot shows the performance of the machine learning model in the training and validation 

sets as a function of the training data size. It helps to see how effective or stable a model’s performance is by 

using more training data. The plot typically shows the training and validation errors (such as mean squared 

error or accuracy) on the y-axis and the size of the training data on the x-axis. This can help detect models’ 

over-fitting (high training errors, low validation error) or whether there is under-fitting (high training and 

validation errors). Meeting the training sequence and cross-validation determines whether or not the model 

can benefit from additional training data. If the curves are consistent and flat, it would mean that the model 

does not benefit much from more training information. Our lines are not converging, suggesting that the model 

would have benefited from more training data. So, we can say that to increase the accuracy of the model, we can 

increase the size of the data set. 

Error plots show model performance in terms of error (such as mean squared error) on the y-axis and model 

complexity on the x-axis. It helps to understand how model performance changes with different extreme 

parameter settings or model configurations. The plot usually shows a curve or line representing error values 

for different model settings or hyper-parameters. This can help achieve a desired configuration that reduces 

error and guides the selection of over-parameters. The objective is to identify the point at which the validation 

error is minimized while keeping the model complexity in check. This case represents a good balance between 

under-fitting (high training and validation errors) and over-fitting (low training errors, large validation errors), 

resulting in a model that performs well on unseen data 

A validation curve plot showing model performance metrics (e.g., accuracy, mean squared error) on the y-axis 

and hyper-parameter values on the x-axis helps to examine how different values of a particular hyper-

parameter affect model performance influence on The plot usually shows a curve or line representing the 

performance metric for various extreme parameter values. Identifying the point of efficiency can help 

determine the optimal value for the over-parameter. 
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In the end, we determined relationships between the variables with the help of R2 values and presented it in 

form of a heat map. 

 

Fig. 7 Relationship between variables 

IV. CONCLUSION 
In this study, we explored the regression modelling techniques using the PyCaret framework to examine the 

dependency of precipitation on various meteorological variables in the Lucknow region. Our research aimed to 

identify the most suitable regression model for accurately predicting precipitation, an important component of 

regional climate assessment and water resource management. 

Our findings demonstrated that while several regression models displayed strong predictive capabilities, the K-

Neighbors Regression model consistently outperformed others, exhibiting the lowest values for key evaluation 

metrics such as R2, RMSE and MAE. This model's superior performance signifies its potential for accurate 

precipitation predictions. 

The visualizations, including line charts and correlation charts, offer valuable understanding of the impact of 

variables such as temperature, wind speed, humidity, evapo-transpiration, surface radiation, and planetary 

boundary layer height on precipitation patterns. 

Our research underlines the importance of PyCaret as a powerful tool for regression analysis, enabling model 

selection and providing meaningful visualizations to enhance our understanding of complex meteorological 

relationships. This study serves as a foundation for further research into regional climate modeling and informs 

decision-makers in water resource management, agriculture, and disaster preparedness.  
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