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ABSTRACT  

Now a days everything is Automated. We watch movies and most of us give the feedback about the movie and 

also, many people believe in the reviews given in the review websites like Twitter and so on.  The reviews may 

be going towards good things or bad things, some people say good some say, bad but knowing overall true 

review is difficult. Some people may use irrelevant words, unwanted data also. This should not happen.  

Reading all the reviews is difficult, and finding the relevant words about the movie is also difficult. So, if we can 

make this easy to the audience (People) it would be very nice and it would be great thing.  So, we collect the 

reviews preprocess it so that redundancies are removed and data becomes consistent. Then, vectorizing the 

content takes place so that model can easily process the data. Now, we start building the model and we split the 

dataset to train and test the model accuracy.  To analyze the model results we will have the accuracy plot, we 

also try to make a function which takes text as an input and gives the sentiment of the review (positive or 

negative). At last, we can see the reviews sentiment using Data Visualization by Using Naïve Baye’s classifier we 

have achieved 94% accuracy. 
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I. INTRODUCTION 

Automate sentiment analysis of textual comments and feedback, is a project where I need to do the analysis and 

predict the sentiment of the sentence. 

Here the dataset used is Twitter tweets reviews and the method using Naïve Bayes classifier.  

The prediction should be done for the given review and should name it as positive or negative. 

The opinions of others have a significant influence in our daily decision-making process. These decisions range 

from buying a product such as a smart phone to making investments to choosing a school—all decisions that 

affect various aspects of our daily life. Before the Internet, people would seek opinions on products and services 

from sources such as friends, relatives, or consumer reports. 

The Internet and the Web have now (among other things) made it possible to find out about the opinions and 

experiences of those in the vast pool of people that are neither our personal acquaintances nor well-known 

professional critics — that is, people we have never heard of. And conversely, more and more people are 

making their opinions available to strangers via the Internet. 

The interest that individual users show in online opinions about products and services, and the potential 

influence such opinions wield, is something that is driving force for this area of interest. And there are many 

challenges involved in this process which needs to be walked all-over in-order to attain proper outcomes out of 

them. 

II. METHODOLOGY 

Importing Libraries 

We import required libraries like nltk (natural language tool kit), pandas ,numpy re (regular expression) , 

seaborn, matplotlib. 

Import Data 

We import data as a csv file from the social media platforms like twitter, facebook,imdb website etc., 
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Here, we taken the tweets from the twitter with racist and non-racist tweets. 

Labelling the data 

We label the data as 0 and 1 to differentiate between the data referring the required output like positive, 

negative. 

Here label 0 for racist tweets and label 1 racist tweets 

Training and Testing 

We train the data collected from the outside to csv fail and we test the data we follow 0.8  : 0.2 format of train 

and test data 

We get the label 0 and label 1 values 

For our data we got 28000 label 0 values, 2200 label values 

We calculate length of the train, test data sets and check in a histogram like this: 

 

Racist Tweets 

 

Non-Racist Tweets 

Removing twitter handle, emojis and punctions 

By using string functions and vectorization techniques we remove twitter handle, emojis and punctions 

Then we remove small words to get accuracy (words with length less than 4) 

Tokenization 

We split the words with white spaces and store them in the form of lists. 

Then we create word clouds to check which words are highly used and we get the hash tags. 

Stemitization 

We convert all the words into their root words so that we can easily get the frequency of the words 

Then we split the train data and test data 

Applying Multinomial Naïve Bayes Classifier 
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Now we apply the multinomial naïve bayes classifier to fit the train data and test the data by giving the train 

and test data and get the out put with the help of confusion matrix 

Confusion matrix 

It has actual values and predicted values which are as follows: 

True actual value and correctly Predicted 

True actual value and Wrongly Predicted 

False actual value and correctly Predicted 

False actual value and correctly Predicted 

Then we can check the accuracy of our model 

III. MODELING AND ANALYSIS 

We Can Depict the model in the form of some data flow diagrams and uml diagrams 

DFDs 

 

UML Diagrams 

We show some the diagrams 

Sequence Diagram 
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Activity Diagram 

 

IV. RESULTS AND DISCUSSION 

Collection Of Twitter Raw Data And Coverting Into Csv File. 

 
The above data represents the tweets of racist and non-racist comments’ 

Running program code into jupyter notebook in order to generate the output of an analyzed data into graphical 

representation. 

 

 

 

http://www.irjmets.com/


                                                                                                           e-ISSN: 2582-5208 
International Research Journal of  Modernization in Engineering  Technology  and  Science 

( Peer-Reviewed, Open Access, Fully Refereed International Journal ) 

Volume:04/Conference:01/December-2022   Impact Factor- 6.752                 www.irjmets.com 
1

st
 National Conference on Applications of soft Computing Techniques in Engineering NCASCTE-2022 

Organized by Department of Electrical & Electronics Engineering, ACE Engineering College, Hyderabad 

www.irjmets.com                              @International Research Journal of Modernization in Engineering, Technology and Science 

 [137] 

Using Confusion Matrix In Order To Predict Exact Data Acuuracy 

 

 

We have achieved  

Accuracy 94%  with the help of Naïve-Bayes Classifier. 

V. CONCLUSION 

We have used Naïve bayes Classifier and Confusion Matrix to predict the Both Positive and Negative reviews of 

racist comments as an Outcome by analyzing tweets from the raw random collected Data from Twitter In order 

to achieve the at most Accuracy. 

Where we have gained the accuracy of 94% predicting the review of both, Positive and Negative Comments 

tweets. 
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